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a – Features 



MLBox : a fully automated pipeline 



MLBox: features 

Initialisation:  

 

From a raw dataset to a cleaned dataset with numerical features. 

   

• Files reading:  

 

 Reading of several files (csv, xls, json and hdf5) 

 Task detection (binary/multiclass classification or regression) 

 Creation of the training data set and the test data set  

 

• Preprocessing/cleaning:  

 

 Dropping duplicates and constant features 

 Dropping drifting features  see « drift » 

 

• Encoding:  

 

 Converting features to a unique format (float if possible or str)   

 Converting lists 

 Converting dates into timestamp 

 Target encoding for classification task only 

 Categorical features encoding (several strategies available !) 

 Missing values encoding (several strategies available !) 

 

 



MLBox: features  

Validation:  

 

Several models are tested and cross-validated and the best one is fitted. 

 

• On features:  

 

 Feature engineering : neural network features engineering  see « entity embedding » 

 Feature selection : filter methods, wrapper methods and L1 regularization 

 

• On estimator:  

 

 TestIng of a wide range of accurate estimators: Linear model, Random Forest, XGBoost, LightGBM… 

 Model blending: stacking, boosting, bagging 

 Hyper-parameters tuning (using TPE algorithm) 

 

• On validation :  

 

 Choice of several metrics: accuracy, log-loss, AUC, f1-score, MSE, MAE, … or customized 

 Validation parameters:  number of folds, random state, …  

 



MLBox: features 

Application:  

 

We fit the whole pipeline and predict the target on the test set. 

 

• Prediction:  

 

 Target prediction (class probabilities for classification) 

 Dumping fitted models and final predictions (.csv file) 

 CPU time display 

 

• Models interpretation:  

 

 Features importance  

 Leak detection 

 

 



2 - MLBox 

b – focus #1 on MLBox  

 

« Drift »: a brand new algorithm ! 



Focus 1 on MLBox: « drift detection » 

Training data set Model 

Learning    
hyper parameters 

tuning 

Test data set 

Scoring on test 

data 

Prediction 
The model predicts the 

target 

Hypothesis : data are independant 

and identically distributed (iid) 

 The issue 



Focus 1 on MLBox: « drift detection » 

Training data set Model 

Test data set 

In practice: data are biased 

Solution    
Take into account this drift 

when fitting the model 

Scoring on test 

data 

Goal  
Control the model’s 

performance 

 The issue 

Lower score ! 



Focus 1 on MLBox: « drift detection » 

 Definition 

P(x,y) = P(x) . P(y|x) 

Training data set Concept shift Covariate shift 

We deal with this 

case 



Focus 1 on MLBox: « drift detection » 

 The solution 



Focus 1 on MLBox: « drift detection » 

 The algorithm 

Univariate drift estimation 

- Labelling data whether it belongs to the training or the test set 

- Fitting a classifier to separate both classes 

- Validation: roc AUC score gives us a drift measure 

1 
(Greedy) Recursive Drift Elimination 

For each feature in decreasing drift order: 

 We drop the feature 

 We cross-validate the new model 

 If delta score is > p : 

- We keep the feature 

- If not we drop it permanently 

 

NB :  

 Greedy algorithm: we can set a limited number of features to try or a drift 

threshold under which features are kept 

 We can set different p 

2 



Focus 1 on MLBox: « drift detection » 

Maximum 

threshold for 

delta score 

Delta score 

(%) 

Drift 

measure 

 Best case scenario 
 

• 100% drifting features (we drop it) 

• 0% drifting features (we keep it) 

• Drifting features that are not important (we drop it) 

 Worst case scenario 
 

• Important drifting features (2 sub-cases) :  



c – Focus #2 on MLBox 

 

« Entity embeddings » 

2 - MLBox 



Focus 2 on MLBox: « entity embeddings » 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 How to encode a categorical feature? 

entity embedding  How to do ???  
Accurate + scalable + 

understandable + quick 
  none ?   

Methods  Explanation Advantages  Drawbacks 

label encoding 
For each categorical feature, we encode each 

value using the lexicographic order (A -> 1, B -> 
2, …) 

Quick + scalable 
Naive encoding + non 

understandable 

dummification  
We « binarise » all categorical features (ex : 

var1_A, var1_B, …) 
Quick + less naive encoding + 

understandable 
Not scalable  

Random projection Random label encoding in k dimension  
Quick + scalable + less naive 

encoding 
Non understandable 

discretization We gather values scalable + understandable Loss of information 



Focus 2 on MLBox: « entity embeddings » 

 The idea of entity embedding 

We would like to learn the best vectorial representation in an euclidian space: 
 
• Label encoding/random projection : distance between 2 values = random 

 
• Dummification : distance between 2 values = √2  

 

• Entity embedding : distance between 2 « similar » values low and vice versa 

 Solution : use a neural network to learn this representation 



Focus 2 on MLBox: « entity embeddings » 

 The principle of entity embedding 

Choice of the number of units for the « embedded layer » :  

 

- Constant (2 or 3)  

- Proportionnal to the number of values (threshold = 5) 

- Using a discretization method (Edge ML) 

Choice of the ouput: the target or 

other features for an unsupervised 

problem 

Encoding : we get the weighs 

between the « one-hot-encoding 

layer » and the « embedded layer 

» 

Choice of the number of units in the layer 1 : 

take into account interactions between 

embeddings 

Choice of the number of 

layers / dropout: to be tested ! 

 



Focus 2 on MLBox: « entity embeddings » 

 Test on a real data set 

• DataScience.net challenge: https://www.datascience.net/fr/challenge/26/details 

 

• We would like to predict the price of an automobile insurance policy 

 

• Training data set: 300.000 rows and 43 features like: brand, age, postcode, energy consumption, …  

Top 10: 

155 brands 6 energy 

consumptions 
target 

https://www.datascience.net/fr/challenge/26/details
https://www.datascience.net/fr/challenge/26/details


Focus 2 on MLBox: « entity embeddings » 

 Test on a real data set: accuracy + quickness 



Focus 2 on MLBox: « entity embeddings » 

 Test on a real data set: understanding + scalability  

Threshold = 5 units for the embedded layer 



Focus 2 on MLBox: « entity embeddings » 
Energy 

consumptions 

(colors) 

Increasing prices (size)  


