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Abstract
Combining deep learning with symbolic reasoning aims to capitalize on the success of both fields and is drawing

increasing attention. However, it is as yet unknown to what degree symbolic reasoning can be acquired by end-to-
end neural networks. In this paper, we explore the possibility of adapting a neural symbolic reasoner to function as
a neural natural-language reasoner, in the hope of more accurately and reliably performing natural-language soft-
reasoning tasks. It is noted that natural language is represented using a high-dimensional vector space and reasoning
is performed using an iterative memory neural network based on RNNs and an attention mechanism. We use the
open source natural-language soft reasoning dataset PARARULE. Our model has been trained in an end-to-end
manner to learn whether a logical context contains a given query. We find that an iterative memory neural network
that converts the character-level embedding to a word-level embedding can achieve high performance (86%) on the
PARARULE dataset without relying on a pre-trained language model and the performance rise nearly 1% when we
use Gate Attention in the iterative cell.

Research Questions
This paper asks and seeks to answer the following questions.

1) Can end-to-end neural networks demonstrate the ability to reason with facts and rules over
language? We trained, validated, and tested inference over facts and rules written in natural lan-
guage called PARARULE [2] and found DeepLogic have a high level of accuracy (86%, Table 1).
Also, we make a comparison experiment on Table 1 that DeepLogic and DeepLogic+ are better
than RoBERTa-large and similar to RoBERTa-large fine-tuned on RACE dataset [4].

2) Can the trained end-to-end neural based model solve natural language problems with differ-
ent reasoning depths? We found that the model trained on whole depths’ dataset was able to solve
five rule-based natural language problems with different reasoning depths (80%+ score, Table 1).
We have also done subdivision experiments, training the model on datasets of different depths, and
verifying on test sets of different depths. The model is trained and tested on datasets with depth=1
and depth=0. The former’s The effect is obviously stronger than the latter, which can indicate that
the model may have a certain reasoning ability.

3) Can the end-to-end neural model handle more real-world natural language? The model also
performed well (80%+ score, Table 1) when trained, validated and tested over more natural (crowd-
sourced) language. In this part, DeepLogic and RoBERTa-large both show the model’s generaliza-
tion ability to other natural language datasets.

4) Can the end-to-end neural model find which facts it relies on to determine the answer? We
show that the model can do this to a substantial extent; the model can detect the related facts and
rules within four steps (Figure 3).

5) Can other end-to-end neural based models demonstrate the ability to reason? We show that
two other end-to-end neural based models, the Memory Attention Control Network [3] and the
Dynamic Memory Network [6] are also capable of learning these tasks, albeit with lower scores
(82% and 79%, respectively, compared to 86%). This suggests that our logic-to-language transfer
results are not specific to iterative memory attention networks, although iterative memory attention
networks are more likely to learn tasks (Table 1).

Dataset
We inspired our idea from the symbolic logic program, and we find the basic structure has a strong
connection between the symbolic logic program and logic represented by natural language.

Symbolic logic deals with how symbols relate to each other. It assigns symbols to verbal reasoning
in order to be able to check the veracity of the statements through a mathematical process. You typi-
cally see this type of logic used in calculus1. The modern development begin with George Boole2 in
the 19th century.

Figure 1: Symbolic Logic Programs from DeepLogic [1]

Questions in PARARULE involve reasoning with rules. The inputs to the model are context (facts +
rules) and question. The output is the T/F answer to the question. Here the underlying reasoning for
the true fact (Q1) is: Bob is big, therefore rough (rule1) therefore green (rule4). Note that the facts +
rules themselves change for different questions in the datasets.

Figure 2: An example from PARARULE [2]

Model
This section describes a word-level RNN-based iterative neural network with Gate Attention; for de-
tails we refer the reader to the main body of the model from DeepLogic and DMN+. DeepLogic is an
iterative memory attention (IMA) network with an end-to-end training method. Besides the multi-hop
symbolic logic reasoning, backward chaining and forward chaining models are merged as a compari-
son experiment, the main difference is we consider word-level embeddings for natural language rather
than the use of character-level embedding for symbolic logic.

Figure 3: A diagram of the iterative neural cell in the word-level embedding IMA model with Gate Attention
(IMA GloVe GA).

Results
Using GloVe [5] as the word embedding for the model, Table 1 compares various benchmarks for
the end-to-end neural models IMA GloVe and other varieties (IMA GloVe GA) represents Deep-
Logic model with Gate Attention and we call that model as DeepLogic+, RoBERTa large and
RoBERTa large fine-tuned on the RACE dataset [4]. We borrow the Gate Attention from DMN+ [6]
and Gate Attention has been firstly considered in Dynamic Neural Network which achieves 100%
deductive reasoning test accuracy on bAbI task 15.

Table 1: Comparison between DeepLogic, RoBERTa large, and RoBERTa large fine-tuned on RACE dataset.

Test↓; Train→ Num Q IMA GloVe IMA GloVe GA RoBERTa large RoBERTa large RACE

Depth=1 4434 0.861 0.877 0.549 1
Depth=2 2915 0.853 0.859 0.996 0.995
Depth=3 2396 0.830 0.836 0.478 0.992
Depth≤3 9745 0.842 0.851 0.491 0.953
Depth≤3 + NatLang 20192 0.810 0.807 0.963 0.938
Depth≤5 13882 0.792 0.801 0.491 0.989
Depth≤5 + NatLang 24329 0.705 0.713 0.494 0.969

Conclusions
The contributions of the paper are summarised as follows: (i) migration of a system designed for log-
ical expression embedding to natural language embeddings representing logical expressions and (ii)
the first completed migration of a system design from symbolic logical reasoning to natural language
soft reasoning. Our implementation is available at https://github.com/Strong-AI-Lab/
A-Neural-Symbolic-Paradigm.

Forthcoming Research
We plan to build a deep learning model with more evidence of logical reasoning ability. A key point
is not only to let the model make classification predictions (True/False) based on existing information
and to know how the model accomplishes this. We are carrying out the current research along with
these several questions. First, we want to generate a logical reasoning data set, that is, to know what
algorithm the dataset is generated based on. We will provide detailed algorithms and codes to gener-
ate data. At the same time, we also generate the inference steps needed to understand a problem. This
will help us train a model that can generate problem-solving steps. The current progress is available
at https://github.com/Strong-AI-Lab/PARARULE-Plus
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1https://examples.yourdictionary.com/examples-of-logic.html
2https://philosophy.lander.edu/logic/symbolic.html


