
• Post-processing for QoI. 
o The post-processing code can reduce QoI errors of a reconstructed data produced by any 

compressors. 
o It is based on constrained op:miza:on with a set of linear equality constraints. 

• Suppor:ng features 
o Data type: Double and single precision floa:ng-point data. 
o Dimensions: Each instance should be converted into a vector. 

• Theory 
o Let 𝒚 is a output instance obtained by the post-processing and  𝒚" is a reconstructed 

instance by any compressors. 
o We seek that 𝒚 should sa:sfy a set of 𝐾 linear equality constraints of the form 𝐴𝒚 = 𝒃, 

where 𝐴 ≡ [V!, … , V"]#  is constraint matrix,  𝒚 is an input vector, and 𝒃 ≡ [𝑏!, … , 𝑏"]#  
is a vector of true (correct) QoI values that are obtained by the original data. 

o Using constrained op:miza:on, the Lagrangian is ℒ(𝒚, 𝝀) = 𝑑(𝒚, 𝒚") + 𝝀#(𝐴𝒚 − 𝒃), 
where 𝑑(𝒚, 𝒚") is a distance measure between 𝒚 and  𝒚". 

o We use Bregman divergence for the distance measure. By duality theorem, we obtain 
the dual 𝑞(𝜆) = ∑ 8−𝑦:$%exp8−𝝀#𝐴$%> + 𝑦:$%>$,% − 𝝀#𝒃. 

o The objec:ve func:on is the nega:ve of the dual. We minimize the objec:ve func:on 
using Newton’s method. We update 𝝀 by 𝝀'(! = 𝝀' − 𝛼𝐻)!8𝝀'>𝑔8𝝀'>, where 𝝀' is 𝝀 
of 𝑘*+ itera:on. 

• Prepara:on of constraints. 
o Preparing a set of linear equality constraints is a key step for post-processing. 
o The target constraints must be represented by the form of 𝐴𝒚 = 𝒃. 
o Mathema:cal step might be required for nonlinear constraints. 
o Example – four QoI of XGC. 
o Some QoI of XGC are nonlinear and they can be converted into the linear forms with 

some assump:ons. 
§ Density 𝑛 = ∑ 𝑦$%vol$%$,%  
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§ Perpendicular temperature 𝑇4 =
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§ Parallel temperature 𝑇∥ =
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§ The vol$%, 𝑣%
∥, 𝑣$4, and 𝑚 are obtained from the meta data of XGC. 

o The nonlinearity of the QoI are mainly from the density in denominator. So we assume 
that the density is the correct (true) value which means it is obtained from the original 
data. We can treat the density as a constant. 

§ Constraint 1: ∑ 𝑦$%vol$%$,% = 𝑛=  
§ Constraint 2: ∑ 𝑦$%vol$%𝑣%
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§ Constraint 3: !
9
𝑚∑ 𝑦$%vol$%8𝑣$4>
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$,% = 𝑇4=𝑛=  

o The parallel temperature 𝑇∥ requires an addi:onal mathema:cal step. 



§ 
5∑ .!"/01!":2"

∥);<
&

!,"

93
= 5

9
𝐸 M8𝑣∥ − 𝑢∥>

9N = 5
9
M𝐸 O8𝑣∥>9P − 𝑢∥𝐸8𝑣%

∥> + (𝑢∥)9N =
5
9
M𝐸 O8𝑣∥>9P − (𝑢∥)9N 

§ 𝐸(⋅) is expected value. 
§ We can eliminate 𝑢∥ in the 𝑇∥ computa:on. 

§ Constraint 4: !
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o Let V$%! = vol$%, V$%9 = vol$%𝑣%
∥, V$%? =
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. We obtain 
the constraint matrix 𝐴 = [V!, … , V"]#  (each of V matrix is converted into a vector) and 

𝒃 = M𝑛= , 𝑢∥=𝑛= , 𝑇4=𝑛= , 𝑛= O𝑇4= +
5
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