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[bookmark: _Toc440477908]Overview
Mobius adds C# language binding to Apache Spark enabling the implementation of Spark driver code and data processing operations in C#. With Mobius developers can implement C#-based Spark applications for batch, interactive and stream processing making C# a first-class citizen for Spark app development. 
[bookmark: _Toc440477909]Rationale
Mobius will lower the barrier for organizations that use C# as the primary application development language to start building Spark applications without having to learn/invest in languages like Scala, Java, Python or R that are currently supported in Spark. Organizations that have invested heavily in .NET can possibly leverage their existing libraries in Spark applications built using Mobius. With Mobius it is possible to develop apps in C# for Spark deployed to private clusters/cloud, Windows-based VMs in Azure or AWS. Mobius is also built in Linux using Mono and samples & unit tests are run as a part of CI builds.
[bookmark: _Toc440477910]Design Goals
· [bookmark: _Toc432100866][bookmark: _Toc432102952][bookmark: _Toc432104428][bookmark: _Toc440473625][bookmark: _Toc440477911]In Spark executors, CLR should be launched during execution if & only if needed
· [bookmark: _Toc432100867][bookmark: _Toc432102953][bookmark: _Toc432104429][bookmark: _Toc440473626][bookmark: _Toc440477912]User-implemented custom code in C# will run outside of Spark JVM -- in CLR
· [bookmark: _Toc432100868][bookmark: _Toc432102954][bookmark: _Toc432104430][bookmark: _Toc440473627][bookmark: _Toc440477913]Any Spark stage that does not involve user-implemented custom code in C# should just use built-in Spark functionality & the execution should be limited to JVM. 
· [bookmark: _Toc432100869][bookmark: _Toc432102955][bookmark: _Toc432104431][bookmark: _Toc440473628][bookmark: _Toc440477914]For example, the following scenarios do not involve executing custom C# code and hence execution will not involve CLR
· [bookmark: _Toc432100870][bookmark: _Toc432102956][bookmark: _Toc432104432][bookmark: _Toc440473629][bookmark: _Toc440477915]Creating a RDD from a text file and performing row count
· [bookmark: _Toc432100871][bookmark: _Toc432102957][bookmark: _Toc432104433][bookmark: _Toc440473630][bookmark: _Toc440477916]Projection, filtering, joining in DataFrames that do not involve C# UDF/UDAF
· [bookmark: _Toc432100872][bookmark: _Toc432102958][bookmark: _Toc432104434][bookmark: _Toc440473631][bookmark: _Toc440477917]Re-use (design & code) from other language binding implementations in Spark (SparkR & PySpark)
· [bookmark: _Toc432100873][bookmark: _Toc432102959][bookmark: _Toc432104435][bookmark: _Toc440473632][bookmark: _Toc440477918]Maintain fidelity with Spark public API in Scala, Java (and R, Python)
· [bookmark: _Toc432100874][bookmark: _Toc432102960][bookmark: _Toc432104436][bookmark: _Toc440473633][bookmark: _Toc440477919]Build Mobius as an extension to Spark
· Spark bits should just be dependencies. If needed contribute something to Spark to stay as an extension to it.
[bookmark: _Toc440477920]Development Experience
[bookmark: _Toc440477921]Word Count Example in Scala & C#
Mobius API will be similar to that of Scala API for Spark but C# style with.NET conventions. Shown below are word count examples in Scala and C#.
Driver program in Scala
[image: ]
Driver program in C#
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[bookmark: _Toc440477922]Log Processing Sample
Scenario – This sections covers a sample scenario involving join of data in two log files in csv format using guid column and computing max and average latency metrics grouped by data center
The columns in the first log file “Requests.csv” is as follows:
	guid
	Datacenter
	abtestid
	Traffictype



The columns in the first log file “Metrics.csv” is as follows:
	Unused
	Date
	Time
	guid
	lang
	country
	latency



The RDD-based implementation is shown below and it is more verbose than the DataFrame-based implementations shown below. DataFrame implementation has two categories
1. DataFrame DSL based (using methods like Select, Where, Join, Agg on DataFrame)
2. DataFrame TempTable based (register the DataFrame as TempTable for SQL queries)
Note that RDD sample involves C# implementation in Map, Join and ReduceByKey methods on C# RDD object. At executors CLR is launched to execute these operations. DataFrame samples do not involve C# UDFs. So CLR will not be launched at the executors and execution behavior will be exactly same as that of Scala-based DataFrame execution.
[bookmark: _Toc440477923]RDD Sample

[bookmark: _Toc440477924]DataFrame DSL Sample
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[bookmark: _Toc440477925]DataFrame TempTable Sample
[image: ]
[bookmark: _Toc440477926]Schema Specification Sample
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[bookmark: _Toc440477927]Performance Considerations
· Map & Filter RDD operations implemented in C# require serialization & deserialization across JVM & CLR and it will have an impact on the performance. However, C# operations are pipelined within a stage to minimize unnecessary Ser/De
· DataFrame operations that do not use C# UDFs will take advantage of execution plan optimization & code generation perf improvements built into Spark and there will not be any perf impact relative to Scala apps
[bookmark: _Toc440477928]Implementation
Mobius is built on top of Spark’s Scala API. Data and processing stays in JVM when no C# user-implemented code is involved (like in Map or Filter methods in RDD API or UDFs in DataFrame).
[bookmark: _Toc440477929]Driver-side Adapter
The C# driver program uses Netty-based server for invoking calls in JVM from C# similar to how a driver program in SparkR uses RBackend. The adapter code implemented in Mobius binds C# API to the existing Spark API in Java/Scala. 
[bookmark: _Toc440477930]RDD
RDD API is Mobius will allow standard operations like creating RDDs, Map & Filter support in C# and other operators like Distinct, Collect etc. Mobius pipelines transformations by composing the functions similar to how pipelining is done in PySpark. With that each Mobius stage corresponds to a CSharpRDD instance. Figure 1 below shows the interaction between the components in Java/Scala and C# and how the user implemented driver code in C# is invoked when submitting a C#-driver based Spark job.
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Figure 1 – Interaction between JVM and CLR components in Mobius driver
[bookmark: _Toc440477931]Executor - RDD
This section covers worker-side details for RDD. PySpark has already implemented PythonRDD that launches sub-processes and communicate with them using pipes, sending the user's code and the data to be processed. PythonRDD implementation is not limited to launching Python sub-processes. Hence we have extended that implementation as CSharpRDD and used it in Mobius to process the data using the user code in C#. Figure 2 below shows the interaction between the components in Java/Scala and C# and how the user implemented code in C# is invoked in the Spark workers.
[image: ]
Figure 2 – Interaction between JVM and CLR components in Mobius worker
[bookmark: _Toc440477932]DataFrame
DataFrame API is Mobius will allow standard operations like creating data frames, registering table and running SQL queries, DSL for operations etc. Since the data and processing will stay within JVM except in the case of UDF/UDAF in C# all the optimizations available for DataFrame will be applicable to Mobius DataFrame. At the driver-side interaction between CLR and JVM for DataFrame is similar to that of RDD.
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[bookmark: _Toc440477933]Executor – DataFrame
[image: ]

[bookmark: _Toc440477934]Streaming
Spark streaming is built on top of Spark core. Driver is responsible for dividing input DStream into batches (sequence of RDDs) and feeds into underlying Spark’s batch system. DStream API written in developer's languages other than Scala or Java need to be called from user process. One approach is to let Driver's Java side code call back into C# process through IPC. We borrowed SparkR's design for the callback.
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[bookmark: _Toc440477935]Other Topics
[bookmark: _Toc440477936]Reuse of code
It is possible to refactor existing SparkR and PySpark implementations and share them with Mobius. For example, RBackend can be use used for Mobius if SerDe can be plugged in specific to C#. Based on the feedback from the project mentors in Databricks (Reynold Xin and Josh Rosen) we have decided to keep Mobius a standalone entity that just takes Spark core and other libraries as dependencies and does not depend on any modifications to the existing Spark codebase (note that such modifications are welcome and may take time to get integrated). As a result, we have components that are identical to that of SparkR or PySpark (for example, CSharpBackend). We have tried to ensure that code is reused as much as possible. For example, CSharpRDD just extends from PythonRDD without overriding any behavior for now and as our requirements/design change we have the flexibility to override certain parts while leveraging rest of parts from PythonRDD.
[bookmark: _Toc440477937]Serialization in C#
In Mobius, user provided operations in Map or Filter methods in RDD API are implemented in C# and they need to be serialized to be shipped over across the Spark cluster to get executed on the worker side. So any types that are used in these implementation need to marked as serializable. During compilation the user provided implementation of anonymous method may result in compiler generated types which are not serializable by default. In those cases, user-implemented code need to explicitly create classes and mark them as serializable using [Serializable] attribute (see Pi - RDD sample below).
[bookmark: _Toc440477938]Cluster Manager
Currently Mobius support local and standalone modes. YARN integration is being looked into. Mesos integration will probably follow that.
[bookmark: _Toc440477939]External dependencies
Mobius has components implemented in Scala and C#. Scala components are simply extensions to functionality available in Spark and currently do not explicitly depend on any third party components other than the implicit dependency on what Spark codebase itself depends on. C# components currently have just one dependency (log4net) that has Apache license. C# UDFs in DataFrame reuse the implementation in PySpark and hence there is a dependency on Pyrolite library.
[bookmark: _Toc440477940]License
Mobius code is released under MIT license.
[bookmark: _Toc440477941]Background & Contributions
Mobius is currently being developed by a handful of developers in Microsoft Shared Data team to meet the demand for Apache Spark for data processing in Microsoft while leveraging existing investments in C#. We hope the community will see the value in Mobius and make contributions to the project. The contributions from other organizations will help expand the surface area in Spark covered by Mobius and cater to a wide variety of scenarios not limited to the ones the current Mobius development team is most familiar with.
[bookmark: _Toc440477942]Open Questions & TBD
· TBD
[bookmark: _Toc440477943]Project Info
Code location: https://github.com/Microsoft/Mobius
· For more details on the SparkR and PySpark implementations referenced in the doc, refer to the Repo - https://github.com/Microsoft/Mobius. Contributions welcome!
· Services integrated with the repo
· AppVeyor – Windows builds, unit and functional tests, NuGet & Maven deployment
· Travis CI – Linux builds, unit and functional tests
· CodeCov – unit test code coverage measurement & analysis
· License - Mobius is licensed under the MIT license. See LICENSE file for full license information
· Discussions
· StackOverflow – tag “SparkCLR”
· sparkclr-user@googlegroups.com or sparkclr-dev@googlegroups.com 
· Gitter - https://gitter.im/Microsoft/Mobius
· Slack - https://microsoft.slack.com/messages/sparkclrdiscussion
[bookmark: _Toc440477944]Samples
Mobius API usage samples are available in Repo at:
· Samples project which uses a comprehensive set of Mobius APIs to implement samples that are also used for functional validation of APIs
· Examples folder which contains standalone Mobius projects that can be used as templates to start developing Mobius applications
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val textFile = spark.textFile("hdfs://...")

val counts = textFile.flatMap(line => line.split(
.map(word => (word, 1))
.reduceBykey(_ + _)

counts.saveAsTextFile("hdfs://...")
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var textfile = sparkContext.TextFile(@"hdfs://...");
var counts = textFile.FlatMap(s => s.Split(new[] {" "}, StringSplitOptions.None))
.Map(w => new KeyValuePair<string, int>(w.Trim(), 1))
-ReduceByKey((x, y) => x +y);
counts. SaveAsTextFile(@"hdfs://.
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var requests = sparkContext.TextFile("hdfs://path/to/requestsmmddyyyy. cs\
var metrics = sparkContext.TextFile("hdfs:

var requestsColumns = requests.Map(s =>

var colums = s.Split(new[] { *," }, StringSplitOptions.None);
return new KeyValuePair<string, string[]>(columns[e], new[] { columns[1], colums[2], columns[3] }); //key is guid

var metricsColumns

metrics.Map(s =>

var colums = s.Split(new[] { *," }, StringSplitOptions.None);
return new KeyValuePair<string, string[]>(columns[3], new[] { columns[4], colums[S], colums[6] }); //key is guid

»;
var requestsloineduithietrics = requestsColumns. Join(metricsColumns)
Hap(
s
new [1
€
s.Key, //guid

s.value.Itemi[6], s.value.Itemi[1], s.value.Itemi[2], //dc, sbtestid, traffictype
s.value.Iten2[6],5.Value.Iten2[1], s.Value.Iten2[2] //lang, country, metric
b

var latencyByDatacenter = requestsJoineduithiletrics.Map(i => new KeyValuePair<string, int> (i[1], int.Parse(i[6]))); //key is "datacenter”
var maxLatencyByDataCenterList = latencyByDatacenter.ReduceByKey(Miath.Max);
maxLatencyByDataCenterList. SaveAsTextFile("hdfs: //path/ to/maxlatencybydemmddyyyy . csv");

var latencyAndCountByDatacenter = requestsJoineduithietrics.Map(i => new KeyValucPair<string, Tuplecint, int>>(i[1], new Tuplecint, int>(int.Parse(A[6]), 1))
var sumLatencyAndCountByDatacenter = latencyAndCountByDatacenter. ReduceByKey((tuple, tuplel) => new Tuplecint, int>(tuple.Iteml + tuplel.Iteml, tuple.Item2 + tuplel.Iten2));
var sumLatencyAndCountByDatacenterList = sunatencyAndCountByDatacenter.Collect();

Console.liriteline("***** Mean latency metrics by DC **++=");

foreach (var keyValuePair in sumlatencyAndCountByDatacenterList)

{
i

Console.uriteline("Datacenter=(0}, Mean latency=(1}", keyValuePair.Key, keyValuePair.value.Iteml / keyValuePair.Value.Iten2);
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//€0 - guid, C1 - datacenter
var requestsDataFrame = sqlContext.TextFile(8"hdfs: //path/to/requestsmnddyyyy.csv").Select("Co", "C1");
//¢3 - guid, 6 - latency

var metricsDateFrame = sqlContext.TextFile(@"hdfs://path/to/metricsmddyyyy.csv”,

,", false, true).Select("C3", "C6"); //override delimiter, hasheader & inferschema

var joinDataFrame = requestsDataFrame.Join(metricsDateFrame, requestsDataFrame["Co”] == metricsDateFrame[!
var maxLatencyByDcDataFrame = joinDataFrame.Agg(new Dictionary<string, string> { { "C6", "max” } });
var avgLatencyByDcDataFrame = joinDataFrame.Agg(new Dictionary<string, string> { { "C6", "avg” } });

31).GroupBy ("

maxLatencyByDcDataFrame. ShowDF () 5
‘avgLatencyByDcDataFrame. ShowdF ()3
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var requestsDataFrame = sqlContext.TextFile(@"hdfs:
requestsDataFrame.RegisterTempTable("requests");

var metricsDateFrame = sqlContext.TextFile(8"hdfs://path/to/metricsmddyyyy.csv”
metricsDateFrame. RegisterTenpTable("netrics”);

/€O - guid in requests DF, C3 - guid in metrics DF
var join = GetsqlContext().Sql(

'SELECT joinedtable.datacenter, max(joinedtable.latency) maxlatency, avg(joinedtable.latency) avglatency * +
FROM (SELECT a.CL as datacenter, b.C6 as latency from requests a JOIN metrics b ON 3.C6 = b.C3) joinedtable
‘GROUP BY datacenter”);

n. ShowDF ()5

.
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var requestsschema = StructType.CreateStructType(
new ListcStructFields>

{
StructField.CreateStructField("guid”, “string”, false),
StructField.CreateStructField(” “string”, false),
StructField.CreateStructField(” string”, false),
StructFicld.CreateStructField(”

I

)i

var requestsDateFrame = sqlContext.TextFile(8"hdfs://path/to/requests.csv”, requestsSchema);
requestsDateFrame.RegisterTempTable("requests");

var guidFilteredDataFrame = GetsqlContext().Sql("SELECT guid, datacenter FROM requests where guid
guidFiltereddataFrane. ShowDF () ;

*4628deca-139d-4121-b540-3341b9c05C2a " ") 5





image8.png
VM

Called by csharpspark-submit.cmd

Launches Netty server creating
proxy for JVM calls

Invokes JVM-method
to create context

Launches C#
sub-process

[ Java/Scala component

C# operation
O c# component

All components will be CSharpSpark contributions
except for user code and Spark components

Invokes IVM-method
to create JavaRDD

create

reference to JavaS

SparkContext has

Invokes JVM-method
to create CHRDD

" RDD has reference
to JavaRDD





image9.png
[
Spark calls
Compute()

CSharpRDD

Launch executable
as sub-process

Serialize data
& user-implemented C# lambda
and send through socket

Serialize processed data and
send through socket

l«

O c# component

Java/Scala component





image10.png
VM

Called by csharpspark-submit.cmd

Launches Netty server creating
proxy for JVM calls

Invokes method on DF

Invokes JVM-method

Launches C#
sub-process

[ Java/Scala component

Operation
[ c# component

All components will be CSharpSpark contributions
except for user code and Spark components

| Invokes JVM-method
to create context to create SC

Invokes JVM-method

SalContext has

s reference
to DF in JVM





image11.png
spark
UDF Core
(Python)

o Run UDF
e Pickled data

e Run SQL with UDF
° Register UDF





image12.png
11 Java/scala component

8 c# component

8 components b csharpsprk contributions.
‘except for user code and Spark components




image1.png




