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Abstract

Nowadays the machine learning researchers' commu-
nity is mostly focused on the application of algorithms
which are trained on large datasets. The most common
tendency is to collect a huge dataset and to supply the
chosen learning algorithm with a large fraction of this
dataset, in the attempt of teaching an underlying na-
ture of the data.

The idea of learning from a small portion of data
appears infeasible, but Belief Propagation based algo-
rithms introduced in the last decade [1, 2] may be ex-
ploited to question this largely accepted opinion. We
mined one of these new algorithms called replicated fo-
cusing Belief Propagation (rfBP). The rfBP aims both
to partly explain the reason why pure heuristic algo-
rithms perform optimally in both time and outcomes,
and to show an alternative way of designing e�ective
algorithms [3].

We introduce a new C++ library implementing the
replicated focusing Belief Propagation and its associ-
ated Python wrapper. This implementation is opti-
mized for parallel computing and is endowed with a
newly written C++ library called scorer, which is able
to compute a large number of statistical measurements
based on a hierarchical graph scheme. With this opti-
mized implementation we believe we can encourage re-
searchers to approach these alternative algorithms and
to use them more frequently in real context.

We tested the rfBP on EU's COMPARE project
data. The dataset was composed of 210 Salmonella
enterica genome sequences, 8189 bases long, living in-
side animals. Our early goal was to discriminate those
bacteria living in pigs (159 samples) with respect to all
the others animals (51 samples). We �rst set the train-
ing set size to 25% of the total (leaving all rest to the
testing set) and then we performed a strati�ed K-fold.

Predicted

label

Actual label

P N

P 111.35 6.55

N 8.65 31.45

Total 120 38

Despite the unusual sizes exchange between train-
ing and testing set, the fBP performs on average with
an accuracy of about 90% and a Matthews Correlation
Coe�cient of about 0.75. This early result on daily an-
alyzed data suggests that the learning of data's under-
lying nature can be feasible even from small datasets.
This motivates us to explore further applications of this
algorithm in multiple �elds.
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