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We propose an incremental algorithm to compute the proper orthogonal decomposition
(POD) of simulation data for a partial differential equation. Specifically, we modify an in-
cremental matrix SVD algorithm of Brand to accommodate data arising fromGalerkin-type
simulationmethods for timedependent PDEs. The algorithm is applicable to data generated
bymany numerical methods for PDEs, including finite element and discontinuous Galerkin
methods. The algorithm initializes and efficiently updates the dominant POD eigenvalues
andmodes during the time stepping in a PDE solverwithout storing the simulation data.We
prove that the algorithmwithout truncation updates the POD exactly. We demonstrate the
effectiveness of the algorithmusing finite element computations for a 1D Burgers’ equation
and a 2D Navier–Stokes problem.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Proper orthogonal decomposition (POD) has been widely used in many applications involving partial differential
equations such as aeroelasticity [1], fluid dynamics [2], feedback control [3], PDE constrained optimization and optimal
control [4,5], uncertainty quantification [6], and data assimilation [7,8]. In the most basic form, POD is an optimal data
approximation method: the POD of a dataset produces a basis (called PODmodes) that can be used to optimally reconstruct
the data. There are many methods to compute the POD of a dataset; the most basic approaches rely on computing the
eigenvalue decomposition or singular value decomposition (SVD) of a matrix constructed using the dataset. The method
of snapshots introduced by Sirovich [9] is commonly used to find POD eigenvalues and modes. For more information, see,
e.g., [10–12].

For very large datasets, such as datasets arising from simulations of partial differential equations (PDEs), the basic
approaches to PODcomputations become computationally expensive and require a large amount of data storage. Researchers
have proposed various methods to deal with the computational complexity (see, e.g., [13–16]), and both the computational
complexity and data storage (see, e.g., [17] and the references therein). The latter class of methods are incremental SVD
algorithms; specifically, the SVD is initialized on a small amount of data and then updated as newdata becomes available. This
type of incremental algorithm can be easily used in conjunction with a time stepping code for simulating a time dependent
PDE; the POD eigenvalues and modes are updated during the time stepping without storing any of the simulation data. For
examples of this approach, see, e.g., [18–20].

In thiswork,we focus on computing the PODof data arising fromaGalerkin-type simulation of a PDE. Specifically, the data
lies in a Hilbert space and is expressed using a collection of basis functions; therefore, the data can be generated using many
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numerical methods for PDEs, including finite element and discontinuous Galerkin methods. We extend Brand’s incremental
matrix SVD algorithm [21] to accommodate data of this type. Specifically, we show that the POD of the Hilbert space data
expressed in terms of a basis is equivalent to the POD of the vectors in Rm of the coefficient data with respect to a weighted
inner product on Rm (see Appendix A.1). We consider two approaches to compute the incremental SVD with respect to
the weighted inner product: (1) using a Cholesky factor of the weight matrix (Section 3), and (2) without using a Cholesky
factor (Section 4). The first approach follows standard POD ideas for weighted inner products (see, e.g., [12]), but requires the
computation of the Cholesky factor and also solving linear systems involving the Cholesky factor. In the second approach,
we avoid these extra computations by directly extending Brand’s incremental matrix SVD algorithm [21] to work with a
weighted inner product onRm. We analyze an idealized version of the second approach that does not involve truncation and
prove that it produces the exact SVD with respect to the weighted inner product.

We link the second approach together with (approximate) POD of time varying functions in Section 5, and then present
numerical results in Section 6. For the numerical results, we consider computing the POD of finite element simulation data
for a 1D Burgers’ equation and a 2D Navier–Stokes equation. For the 1D problem and a coarse discretization of the 2D flow
problem, we compare the result of the second incremental SVD approach to the true results and find excellent agreement.
For a large-scale simulation of the 2D flow problem, we compute the POD without storing all the data by calculating the
incremental SVD only. We present conclusions in Section 7.

2. Basic definitions and concepts

We begin by introducing many important definitions and concepts needed throughout this work.
For notational convenience, we adopt Matlab notation herein. Given a vector u ∈ Rn and r ≤ n, let u(1 : r) denote the

vector of the first r components of u. Similarly, for a matrix A ∈ Rm×n, we let A(p : q, r : s) denote the submatrix of A
consisting of the entries of A from rows p, . . . , q and columns r, . . . , s.

2.1. The SVD with respect to a weighted inner product

Let M ∈ Rm×m be a symmetric positive definite square matrix. Let Rm
M denote the Hilbert space Rm with M-weighted

inner product, i.e.,

(x, y)M = yTMx for all x, y ∈ Rm.

Throughout this work, Rk without a subscript denotes the space with the standard inner product (x, y) = yT x (i.e., the
Euclidean inner product or dot product).

We require two functional analytic concepts for a matrix P ∈ Rm×n considered as a mapping P : Rn
→ Rm

M : the Hilbert
adjoint operator and the singular value decomposition.

First, the Hilbert adjoint operator of the matrix P : Rn
→ Rm

M is a matrix P∗
: Rm

M → Rn satisfying

(Px, y)M = (x, P∗y) for all x ∈ Rn and y ∈ Rm
M .

We can show P∗
= PTM as follows:

(Px, y)M = (x, P∗y) ⇒ yTM Px = (P∗y)T x ⇒ yTM Px = yT (P∗)T x.

Since this holds for all x, y, we have M P = (P∗)T and therefore P∗
= PTM .

Second, since the matrix P : Rn
→ Rm

M is a compact linear operator, it has a singular value decomposition: the nonzero
eigenvalues of PP∗

: Rm
M → Rm

M and P∗P : Rn
→ Rn are equal, and the nonzero singular values σ1 ≥ σ2 ≥ · · · ≥ 0 of P equal

the square roots of those eigenvalues. Also, zero is a singular value of P if either PP∗ or P∗P has a zero eigenvalue. Therefore,
there aremax{m, n} singular values, countingmultiplicities. The corresponding orthonormal bases of eigenvectors, {φj}

m
j=1 ⊂

Rm
M and {ψj}

n
j=1 ⊂ Rn, are the singular vectors. This gives

Pψj = σjφj, P∗φj = σjψj if σj > 0. (1)

Note that {φj}
m
j=1 being orthonormal in Rm

M means

(φi, φj)M = φT
j Mφi =

{
0, if i ̸= j,
1, if i = j.

For more information about the singular value decomposition of operators acting on Hilbert spaces, see, e.g., [22, Chapters
VI–VIII], [23, Chapter 30], [24, Sections VI.5–VI.6].

In PODapplications, it is typical to only need information about singular vectors corresponding to nonzero singular values.
Let k = rank(P), i.e., P has exactly k positive singular values σ1 ≥ σ2 ≥ · · · ≥ σk > 0. Let V = [φ1, φ2, . . . , φk] ∈ Rm×k be
the matrix of the first k orthonormal eigenvectors of PP∗, and let W = [ψ1, ψ2, . . . , ψk] ∈ Rn×k be the matrix of the first k
orthonormal eigenvectors of P∗P . Then (1) gives

PW = VΣ, P∗V = WΣ, Σ = diag(σ1, . . . , σk). (2)
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Since {ψj}
k
j=1 is orthonormal in Rn, we have W TW = I . Also, since {φj}

k
j=1 is orthonormal in Rm

M , we have V TMV = I or
V ∗V = I , where V ∗

= V TM . Therefore, (2) is equivalent to

P = VΣW T . (3)

Since we are primarily interested in the nonzero singular values and corresponding singular vectors, we primarily
consider the decomposition (3) for our theoretical results. For the standard matrix case (i.e., without weighted norms), the
decomposition (3) is called by various names in the literature and sometimes definitions in different references conflict.1 In
order to potentially avoid confusion, we call this decomposition the core SVD.

Definition 2.1. For a matrix P : Rn
→ Rm

M with exactly k positive singular values, a core SVD of P is given by P = VΣW T ,
where V ∈ Rm×k,Σ ∈ Rk×k, andW ∈ Rn×k are defined above.

Just like the regular SVD, the core SVD is not unique. For example, the columnsofV andW can change sign and P = VΣW T

is still a core SVD of P .
Also, we sometimes consider a core SVD of a matrix in the standard sense, i.e., all inner products are unweighted. To be

clear, we call this the standard core SVD.
Below, we give some basic properties of the core SVD.

Proposition 2.2. Suppose V ∈ Rm×k has M-orthonormal columns, W ∈ Rn×k has orthonormal columns, and Σ ∈ Rk×k is a
positive diagonal matrix withΣ11 ≥ Σ22 ≥ · · ·Σkk > 0. If P : Rn

→ Rm
M satisfies P = VΣW T , then V ,Σ , W give a core SVD of

P.

Proof. First, it is clear that rank(P) ≤ k, and therefore P has at most k positive singular values. It is straightforward to check
that (2) holds. This implies the k columns of V are eigenvectors of PP∗ and the k columns of W are eigenvectors of P∗P , and
the corresponding k eigenvalues are the nonzero diagonal entries ofΣ . Thus, P = VΣW T is a core SVD of P . □

We use the next basic result frequently in this work.

Proposition 2.3. Suppose Vu ∈ Rm×k has M-orthonormal columns and Wu ∈ Rn×k has orthonormal columns. If Q ∈ Rk×k has
standard core SVD Q = VQΣQW T

Q and P : Rn
→ Rm

M is defined by P = VuQW T
u , then

P = VΣQW T , V = VuVQ , W = WuWQ , (4)

is a core SVD of P.

Proof. First, it is clear P has the representation (4). By the above proposition, we only need to show V has M-orthonormal
columns and W also has orthonormal columns. This follows directly since V T

u MVu = I , W T
u Wu = I , V T

QVQ = I , and
W T

QWQ = I . □

2.2. Computing the exact SVD with respect to a weighted inner product

Next, we briefly outline how to compute the exact SVD of a matrix with respect to a weighted inner product using a
Cholesky factorization of theweightmatrix. In our numerical results in Section 6, we compare the incremental SVD approach
in Section 4 to the exact SVD computed using the Cholesky factorization approach discussed here. Note that this Cholesky
approach requires storing all of the data, which incremental approaches do not require.

Let U ∈ Rm×n be a matrix considered as a mapping U : Rn
→ Rm

M , where M ∈ Rm×m is a symmetric positive definite
weight matrix. We want to compute the SVD of U as defined in Section 2.1.

Let

M = RT
MRM

be the Cholesky factorization of M , where RM ∈ Rm×m is upper triangular and invertible. Transform the matrix U using the
Cholesky factor by defining

Ũ = RMU ∈ Rm×n.

The standard SVD of Ũ (i.e., the SVD with unweighted inner products) gives the SVD of U with respect to the weighted inner
product.

1 For example, Horn and Johnson [25] call this decomposition the thin SVD, but this contradictswith the definition of thin SVD in Golub and Van Loan [26].
Furthermore, this definition is called compact SVD in [27]; however, we do not use this terminology to avoid confusion with the SVD of a compact operator.
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Proposition 2.4. Let U ∈ Rm×n, and suppose M ∈ Rm×m is symmetric positive definite with Cholesky factorization M = RT
MRM

as above. If Ũ = Ṽ Σ̃W̃ T is the standard core SVD of Ũ = RMU ∈ Rm×n, then

U = VΣW T , V = R−1
M Ṽ , Σ = Σ̃, W = W̃ (5)

is the core SVD of U : Rn
→ Rm

M .

Proof. We have

U = R−1
M Ũ = V Σ̃W̃ T ,

and

V ∗V = V TMV = Ṽ TR−T
M MR−1

M Ṽ = Ṽ TR−T
M RT

MRMR−1
M Ṽ = Ṽ T Ṽ = I.

The result follows directly from Proposition 2.2. □

Algorithm 1 Exact SVD via Cholesky factorization
Input: U ∈ Rm×n andM ∈ Rm×m (symmetric positive definite)
1: RM = chol(M)
2: Ũ = RMU
3: [ Ṽ ,Σ,W ] = svd(Ũ)
4: Solve for V : RMV = Ṽ
5: return V ,Σ , W

3. Brand’s incremental SVD

Next, we briefly review Brand’s incremental SVD algorithm from [21]. The algorithm updates the SVD of a matrix when
one or more columns are added to the matrix. A basic implementation of his algorithm has been used for POD computations
in [18–20].

Below, we present themodified version of Brand’s incremental SVD algorithm from [20] using single column updates.We
first consider the standard inner product, and then a weighted inner product using the Cholesky factorization of the weight
matrix. We also briefly discuss why it is beneficial to avoid the Cholesky factorization. Then, in Section 4, we propose an
extension of Brand’s algorithm for a weighted inner product that avoids the Cholesky factorization entirely.

3.1. Standard inner product

Suppose we already have the rank-k truncated SVD of a matrix U ∈ Rm×n denoted by

U = VΣW T , (6)

where Σ ∈ Rk×k is a diagonal matrix with the k (ordered) singular values of U on the diagonal, V ∈ Rm×k is the matrix
containing the corresponding k left singular vectors of U , and W ∈ Rn×k is the matrix of the corresponding k right singular
vectors of U .

Let c ∈ Rm be the single column to be added to U . Our goal is to update the above SVD, i.e., we want to find the SVD of
[U c ]. Furthermore, we want to update (Σ, V ,W ) without forming the matrices U or [U c ].

To do this, let h ∈ Rm be the projection of c onto the orthogonal complement of the space spanned by the columns of V ,
i.e.,

h = c − VV T c.

Also, let p be the magnitude of h and let j be the unit vector in the direction of h, i.e.,

p = ∥h∥, j = h/p.

If p > 0, we have the fundamental identity[
U c

]
=
[
VΣW T c

]
=
[
V j

] [Σ V T c
0 p

][
W 0
0 1

]T
.

As in Proposition 2.3, we can find the SVD of the updated matrix [U c ] by finding the SVD of the middle matrix Q in the
right hand side of the above identity. Specifically, if

Q :=

[
Σ V T c
0 p

]
= VQΣQ W T

Q
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is the standard core SVD of Q , then the standard core SVD of [U c ] is given by[
U c

]
=
([
V j

]
VQ
)
ΣQ

([
W 0
0 1

]
WQ

)T

. (7)

In practice, truncation is performedwhen p is very small, and also reorthogonalizationmust be performed on the columns
of the updated V and W . We discuss these implementation steps in detail in Section 4.2. We also correct an error in the
truncation formulas for the right singular vectors in [20].

Furthermore, as is discussed in [20], we note that only the singular values and left singular vectors need to be computed
for many POD applications. However, if one wants to retain an approximation to the data without storing the data, then it is
necessary to also compute the right singular vectors.

3.2. Weighted inner product via Cholesky factorization

Next, we discuss incrementally computing the SVD of [U c ] with respect to a weighted inner product using a Cholesky
factorization of the weight matrix. Specifically, consider U ∈ Rm×n as a mapping U : Rn

→ Rm
M , where M ∈ Rm×m is

symmetric positive definite. Let c ∈ Rm
M be the column to be added to U . Our goal is to find the SVD of the updated matrix

[U c ] considered as a mapping [U c ] : Rn+1
→ Rm

M .
Suppose we already have the rank-k SVD of U with respect to the weighted inner product given by U = VΣW T . As in

Section 2.1, letM = RT
MRM be the Cholesky factorization ofM , and transform the data: Let

Ũ = RMU = ṼΣW T , Ṽ = RMV .

Next, we update the standard SVD of Ũ by applying Brand’s algorithm as outlined above in Section 3.1 to the transformed
updated matrix RM [U c ] = [ Ũ RMc ]. This gives

[ Ũ RMc ] = RM [U c ] = ṼnewΣnewW T
new. (8)

We undo the transformation by multiplying (8) on the left by R−1
M . Therefore, in order to find the updated SVD of [U c ] we

need to rescale the left singular vectors for Ũ as follows:

Vnew = R−1
M Ṽnew. (9)

This gives the updated SVD: [U c ] = VnewΣnewW T
new.

The above approach gives an incremental algorithm for the SVD with respect to a weighted inner product; however, the
algorithm has a few drawbacks ifm is very large:

• A Cholesky factorization ofM ∈ Rm×m is required.
• The Cholesky factor RM of M may not be as sparse as M . (However, it may be possible to avoid a significant loss of

sparsity by using ordering methods; see, e.g., [28,29].)
• Solving the linear system RMVnew = Ṽnew is required.

We avoid all of these drawbacks in the next section bymodifying Brand’s algorithm to deal with the weighted inner product
directly.

4. Brand’s incremental SVD with respect to a weighted inner product

In this section, we avoid the Cholesky factorization of the weight matrix M and modify Brand’s algorithm to treat the
weighted inner product case. In themodified algorithm,we do not need to solve any linear systems;we only need tomultiply
by the weight matrixM . In large-scale applications involving partial differential equations, it is common forM to be sparse;
therefore, multiplying by M is a minor computational cost. The modified algorithm has a similar computational cost to the
standard algorithm ifM is sparse or if multiplyingM by a vector can be computed quickly.

We begin in Section 4.1 by describing an idealized version of the incremental SVD algorithm, and we prove it produces
the exact core SVD. Then we discuss implementation details in Section 4.2.

4.1. Idealized algorithm without truncation

Suppose we have an exact core SVD of a matrix U : Rn
−→ Rm

M , and our goal is to update the core SVD when we add a
column c ∈ Rm

M to U . Furthermore, we want to update the core SVD without forming U or [U c ].
First, we propose an idealized version of the algorithm by modifying Brand’s algorithm to work in the Hilbert space

structure of the weighted inner product space Rm
M from Section 2. We use Hilbert adjoint operators of matrices, and also the

weighted norm ∥x∥M = xTMx1/2 for x ∈ Rm
M .

The idealized algorithm is given in the following theorem. Again, we present implementation details in Section 4.2.



H. Fareed et al. / Computers and Mathematics with Applications 75 (2018) 1942–1960 1947

Theorem 4.1. Let U : Rn
−→ Rm

M , and suppose U = VΣW T is the exact core SVD of U, where V TMV = I for V ∈ Rm×k,
W TW = I for W ∈ Rn×k, andΣ ∈ Rk×k. Let c ∈ Rm

M and define

h = c − VV ∗c, p = ∥h∥M , Q =

[
Σ V ∗c
0 p

]
,

where V ∗
= V TM. If p > 0 and the standard core SVD of Q ∈ Rk+1×k+1 is given by

Q = VQ ΣQ W T
Q , (10)

then the core SVD of [U c ] : Rn+1
−→ Rm

M is given by

[U c ] = VuΣQW T
u ,

where

Vu = [ V j ] VQ , j = h/p, Wu =

[
W 0
0 1

]
WQ .

Proof. Since j = h/p = (c − VV ∗c)/p, we have c = VV ∗c + jp. This gives

[U c ] = [ VΣW T c ]

= [ VΣW T VV ∗c + jp ]

= [ V j ]
[
ΣW T V ∗c

0 p

]
= [ V j ]

[
Σ V ∗c
0 p

][
W 0
0 1

]T
.

Next, note

[ V j ]TM[ V j ] =

[
V TMV V TMj
(V TMj)T jTMj

]
=

[
I 0
0 1

]
since V TMV = V ∗V = I by assumption,

V TMj = V ∗j = V ∗(c − VV ∗c)/p = (V ∗c − V ∗c)/p = 0,

and

jTMj =
∥h∥2

M

p2
=

∥h∥2
M

∥h∥2
M

= 1.

Also, sinceW TW = I ,[
W 0
0 1

]T [
W 0
0 1

]
=

[
I 0
0 1

]
.

Proposition 2.3 gives the result. □

4.2. Algorithm details: initialization, truncation, and orthogonalization

In Section 4.1, we demonstrated an idealized approach to computing the SVD with respect to a weighted inner
product incrementally, i.e., by adding one column at a time. Next, we give implementation details concerning initialization,
truncation, and orthogonalization.

Initialization. We initialize the SVD with a single column of data c by setting

Σ = ∥ c ∥M = (cTMc)1/2, V = cΣ−1, W = 1.

We note that although the matrix M may be positive definite in theory, small round off errors may cause cTMc to be very
small and negative in practice. Therefore, throughout this work, when computing theweighted normwe use absolute values
under the square root. For example, we actually setΣ = (|cTMc|)1/2. We also note that c should be nonzero to initialize. The
procedure is given in Algorithm 2.

Truncation part 1. The exact SVD update result in Theorem 4.1 requires p = ∥c − VV ∗c∥M > 0. When p is small enough,
i.e., p < tol for a given tolerance tol, we extend the truncation update approach of Brand [21] to the current weighted norm
framework.
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Algorithm 2 Initialize incremental SVD with respect to weighted inner product
Input: c ∈ Rm×1, c ̸= 0,M ∈ Rm×m (symmetric positive definite)
1: Σ = (|cTMc|)1/2
2: V = cΣ−1

3: W = 1
4: return V ,Σ , W

If p < tol, we approximate and set p = 0. Since p = ∥c − VV ∗c∥M , this implies c = VV ∗c. This gives

[U c ] = [ VΣW T c ]

= [ VΣW T VV ∗c ]

= [ V 0 ]

[
ΣW T V ∗c

0 0

]
= [ V 0 ]

[
Σ V ∗c
0 0

][
W 0
0 1

]T
.

Similarly to Section 4.1, define Q ∈ Rk+1×k+1 by

Q =

[
Σ V ∗c
0 0

]
.

If the full standard SVD of Q is given by Q = VQΣQW T
Q , where VQ ,ΣQ ,WQ ∈ Rk+1×k+1, then

Q = VQ

[
ΣQ(1:k,1:k) 0

0 0

]
W T

Q

= VQ

[
ΣQ(1:k,1:k)

(
WQ(:,1:k)

)T
0

]
= VQ(:,1:k)ΣQ(1:k,1:k)

(
WQ(:,1:k)

)T
.

This gives

[U c ] = [ V 0 ]Q
[
W 0
0 1

]T
= [ V 0 ]VQ(:,1:k)ΣQ(1:k,1:k)

(
WQ(:,1:k)

)T[W 0
0 1

]T
= VVQ(1:k,1:k)ΣQ(1:k,1:k)

([
W 0
0 1

]
WQ(:,1:k)

)T

.

This suggests the following update

V −→ VVQ(1:k,1:k) , Σ −→ ΣQ(1:k,1:k) , W −→

[
W 0
0 1

]
WQ(:,1:k) .

We note that the rank of the SVD is not increased even though we added a column. Furthermore, the formula for the
update ofW given here corrects an error in [21] (the matrix [W , 0; 0, 1] is missing from the update formula).

Orthogonalization. In the idealized algorithm in Section 4.1, the SVD update yields orthonormal left and right singular
vectors. However, in practice, small numerical errors cause a loss of orthogonality. Following [20], we reorthogonalize when
the weighted inner product between the first and last left singular vectors is greater than some tolerance. Specifically, we
apply a modified M-weighted Gram–Schmidt procedure with reorthogonalization to the columns of V ; the columns of the
resulting matrix are orthonormal with respect to the M-weighted inner product. See Algorithm 3, which is a modification
for the weighted inner product of the Gram–Schmidt code in [30, Algorithm 6.11, page 307, Section 6.5.6].

Truncation part 2. The orthogonalization step described above is a large part of the computational cost of the incremental
SVD algorithm. If the incremental SVD update is to be repeated for a large number of added columns, the number of nonzero
singular values can increase quickly and the computational cost of the orthogonalization steps will be large. In such a case,
it is important to keep only the singular values of interest to the application. Usually, singular values very near zero (and
their corresponding singular vectors) are not required for POD applications. Therefore, during an incremental SVD update,
we keep only the singular values (and corresponding singular vectors) above a user specified tolerance.
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Algorithm 3ModifiedM-weighted Gram–Schmidt with reorthogonalization
Input: V ∈ Rm×r ,M ∈ Rm×m

1: Q = V
2: for k = 1 tom do
3: for i = 1 to k − 1 do
4: for t = 1 to 2 (reorthogonalize) do
5: E = Q (:, i)TMQ (:, k)
6: Q (:, k) = Q (:, k) − EQ (:, i)
7: R(i, k) = R(i, k) + E
8: end for
9: end for

10: R(k, k) = sqrt(Q (:, k)TMQ (:, k))
11: Q (:, k) = Q (:, k)/R(k, k)
12: end for
13: return Q

Complete implementation. Our implementation of the incremental SVD update algorithm for a weighted inner product
is given in Algorithm 4. Our implementation is modeled after the algorithm in [20] (without a weighted inner product). As
is noted in [20], for many POD applications only the singular values and left singular vectors need to be updated and stored.
However, if one desires to be able to approximately reconstruct the entire dataset (without storing the data), then one must
update and store the singular values and both left and right singular vectors.

Algorithm 4 Incremental SVD with weighted inner product
Input: V ∈ Rm×k,Σ ∈ Rk×k, W ∈ Rn×k, c ∈ Rm, M ∈ Rm×m, tol, tolsv

% Prepare for SVD update
1: d = V TMc , p = sqrt(|(c − Vd)TM(c − Vd)|)
2: if (p < tol) then

3: Q =

[
Σ d
0 0

]
4: else
5: Q =

[
Σ d
0 p

]
6: end if
7: [ VQ ,ΣQ ,WQ ] = svd(Q )

% SVD update
8: if (p < tol) or (k ≥ m) then

9: V = VVQ(1:k,1:k) ,Σ = ΣQ(1:k,1:k) , W =

[
W 0
0 1

]
WQ(:,1:k)

10: else
11: j = (c − Vd)/p

12: V = [V j]VQ ,Σ = ΣQ , W =

[
W 0
0 1

]
WQ

13: k = k + 1
14: end if

% Orthogonalize if necessary
15: if ( |V T

(:,end)MV(:,1)|> min(tol, tol × m)) then
16: V = modifiedGSweighted(V ,M) % Algorithm 3
17: end if

% Neglect small singular values: truncation
18: if (Σ(r,r) > tolsv) and (Σ(r+1,r+1) < tolsv) then
19: Σ = Σ(1:r,1:r), V = V(:,1:r), W = W(:,1:r)
20: end if
21: return V ,Σ ,W
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5. Incremental POD for time varying functions

POD is often used to extract mode shapes or basis functions from solutions of time dependent PDEs. In this case, the
dataset consists of a time varying function taking values in a Hilbert space X with inner product (·, ·) and corresponding
norm ∥ · ∥. More information about POD for this type of data can be found in, e.g., [11,12,31,32].

In this section, we showhow to compute the POD of the data in this setting using themodified incremental SVD algorithm
proposed in Section 4. We focus on approximating continuous POD in Section 5.1, and then consider data expanded in basis
functions for X in Section 5.2. We also briefly consider data generated by a finite difference method in Section 5.3.

5.1. Approximate continuous POD

Let w be in L2(0, T ; X), i.e., roughly,
∫ T
0 ∥w(t)∥2 dt < ∞. Define the continuous POD operator Z : L2(0, T ) → X by

Zg =

∫ T

0
w(t) g(t) dt.

In practice, we typically only have access to the data at discrete points in time {tj}s+1
j=1 , where 0 ≤ t1 < t2 < · · · < ts+1 ≤ T .

For j = 1, . . . , s, let δj = tj+1 − tj denote the jth time step. As is well-known (see, e.g., [11,12]), we rescale the data below by
δ
1/2
j in order to arrive at a discrete POD operator.
Approximate the time integral in the definition of the POD operator Z by a Riemann sum with left hand endpoint:

Zg ≈

s∑
j=1

w(tj) δj g(tj)

=

s∑
j=1

uj fj, uj = δ
1/2
j w(tj), fj = δ

1/2
j g(tj).

Therefore, define the (discrete) POD operator K : Rs
→ X by

Kf =

s∑
j=1

ujfj, f = [f1, . . . , fs]T .

5.2. Data expanded in basis functions

In POD applications, a common way to collect data from a time dependent PDE is via numerical simulation. Many
approximate solution methods for PDEs (such as finite element and discontinuous Galerkin methods) are Galerkin-type,
i.e., the approximate solution data is expressed in terms of a basis of a finite dimensional subspace of X . Let {φk}

m
k=1 ⊂ X be

a collection of linearly independent basis functions, and assume the rescaled data uj = δ
1/2
j w(tj) ∈ X can be expressed as

uj = δ
1/2
j w(tj) =

m∑
k=1

Uk,jφk, for j = 1, . . . , s.

In Appendix A.1, we show that the SVD of K : Rs
→ X can be computed using the SVD of the coefficient data matrix

U : Rs
→ Rm

M , where the weight matrix M ∈ Rm×m has entries Mj,k = (φj, φk). We leave the precise statement of the result
toAppendix, butwenote that if {σi, fi, ci} are thenonzero singular values and corresponding singular vectors ofU : Rs

→ Rm
M ,

then {σi, fi, xi} are the nonzero singular values and corresponding singular vectors of K , where

xi =

m∑
k=1

ci,kφk

and ci,k is the kth entry of the vector ci.
Let Uj denote the jth column of the coefficient data matrix U . Algorithm 5 gives the incremental POD algorithm for time

varying data. Asmentioned previously, formany POD applications only the singular values and left singular vectors (the POD
modes) need to be updated and stored. However, if one also updates and stores the right singular vectors then it is possible
to approximately reconstruct the entire dataset without storing the data. Furthermore, we note that the POD eigenvalues
are the squares of the POD singular values.

Remark 5.1. Many researchers remove the average of the data, and then compute the POD of this new data. Such a
computation can be performed incrementally without storing the data. We give a brief overview of the algorithm with a
weighted inner product in Appendix A.2.
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Algorithm 5 Time varying incremental POD
Input: {δj}, {Uj}, M ∈ Rm×m, tol, tolsv % δj,Uj,M as described above
1: [V ,Σ,W ] = initializeSVD(U1,M) % Algorithm 2
2: for j = 2, . . . , s do
3: [V ,Σ,W ] = incrementalSVD(V ,Σ,W ,Uj, tol, tolsv,M) % Algorithm 4
4: end for
5: W = diag(δ)−1/2W % undo rescaling, δ = [δ1, ..., δs]

6: return V ,Σ , W

In some of our numerical results, we compare the time varying incremental SVD with the exact time varying SVD
computed using the Cholesky factorization ofM as in Section 2.2. Wemust modify Algorithm 1 for the exact SVD to account
for the rescaling by the square roots of the time steps. Let D = diag(δ), where δ = [δ1, . . . , δs]. The modified exact SVD
algorithm is shown in Algorithm 6. Again, note that this exact algorithm requires storing all of the data, which incremental
algorithms do not require.

Algorithm 6 Exact time varying SVD via Cholesky factorization
Input: U = [U1, . . . ,Us], M , D % Uj, M , D as described above
1: RM = chol(M)
2: Ũ = RMU
3: [ Ṽ ,Σ, W̃ ] = svd(Ũ)
4: Solve for V : RMV = Ṽ
5: W = D−1/2W̃
6: return V ,Σ , W

5.3. Data from a finite difference method

Although we focus on Galerkin-type simulation methods for PDEs in this work, we briefly consider incremental POD for
data generated by one type of numerical method for PDEs that is not of Galerkin-type: finite difference methods. The key is
to focus on the Hilbert space inner product and its approximation.

Suppose a finite difference method is used to approximate the solution of a scalar time dependent PDE on a bounded
domainΩ ⊂ Rd, and the goal is to approximate the POD of the data with respect to the L2(Ω) inner product. For a function
u, let uf ∈ Rm denote the vector of approximations to the function u evaluated at them finite difference nodes. Then

(u, v)L2(Ω) =

∫
Ω

u(x) v(x) dx ≈

m∑
i=1

ηiuf ,ivf ,i = vTf Muf ,

where {ηi}
m
i=1 are positive quadrature weights and M = diag(η1, . . . , ηm). It is possible to apply the modified incremental

SVD algorithm in this work with the weight matrix M . However in this case the data can be rescaled by the square roots
of the quadrature weights and Brand’s incremental SVD algorithm can be used without a weighted inner product. Once the
POD modes are computed, the modes must be multiplied by the diagonal matrix M−1/2 so that they are orthonormal with
respect to theM weighted inner product.

If instead the goal is to approximate the POD of the data with respect to the H1(Ω) inner product, then we have

(u, v)H1(Ω) =

∫
Ω

u v + ∇u · ∇v dx ≈ vTf Muf .

Here, the matrix M is obtained by approximating the integral using quadrature with positive weights and approximating
the gradients by finite difference approximations. In this case, the weight matrixM is not diagonal and so the rescaling idea
described above is not applicable; however, the incremental SVD algorithm with weight matrixM can be applied.

6. Numerical results

In this section, we present numerical results for the incremental POD algorithm applied to time varying finite element
solution data for two PDEs: (i) a 1D Burgers’ equation, and (ii) a 2D Navier–Stokes equation. The first problem serves as a
small test problem with varying time steps. For the second problem, we consider fixed time steps and both small-scale and
large-scale computations. For the small-scale problems, we stored all of the simulation data to compare the standard SVD
(computed using Algorithm 6) with the incremental SVD (computed using Algorithm 5). For the large-scale problem, we did
not store the simulation data and only computed the incremental SVD using Algorithm 5.

For all of the examples reported here, we used the standard L2 inner product for the POD computations. This corresponds
to the matrix SVD with respect to a weighted inner product, where the weight matrixM is the standard finite element mass
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Fig. 1. Example 1, Re = 20: Exact versus incremental singular values.

matrix. For the 1D Burgers’ equation example, we also tested the incremental POD using the standard H1 inner product,
which yields a different matrix M . We do not report these results here; we found the algorithm performance is similar in
this case to the L2 performance. We also tested the incremental approach to POD for the removed average data for the 1D
Burgers’ equation example (as outlined in Appendix A.2). Again, we found that the performance of the algorithm is similar
to the other cases, and so we do not report the results here.

6.1. Example 1: 1D Burgers’ equation

We begin with a small test problem. Consider 1D Burgers’ equation with zero Dirichlet boundary conditions

∂w

∂t
(t, x) + w(t, x)

∂w

∂x
(t, x) =

1
Re
∂2w

∂x2
(t, x), −1 < x < 1.

We used piecewise linear finite elements with 1000 equally spaced notes to approximate the solution of this PDE with
Re = 20 and initial condition w(0, x) = sin(πx). We used Matlab’s ode23s to approximate the solution of the resulting
nonlinear ODE system on the time interval 0 ≤ t ≤ 2. The solver returned the approximate solution at 26 points in time
in that interval; the time steps were not equally spaced. At each time point, the finite element coefficient vector had length
998.

For the incremental POD algorithm, we set tol = 10−14 and tolsv = 10−15. Recall, the first tolerance tol is the truncation
tolerance for the incremental algorithm, while the second tolerance tolsv is the truncation tolerance for the singular values.
In this example and in the examples below, we set tolsv very small in order to test the accuracy of the very small singular
values and the corresponding singular vectors; in practice, a very small singular value tolerance is likely rarely needed.

Fig. 1 shows the exact versus the incrementally computed singular values. We see excellent agreement for all singular
values down to near the singular value tolerance (10−14). Note that the incremental SVD algorithm only returns 21 singular
values due to the singular value truncation. A few of the exact and incrementally computed right singular vectors and POD
modes are shown in Figs. 2 and 3. Again, we see excellent agreement.

Next, Fig. 4 shows the weighted norm error between the exact and incrementally computed POD modes. The errors for
the dominant POD modes (corresponding to the largest singular values) are extremely small. The errors in the POD modes
increase slowly and monotonically as the corresponding singular values approach zero. The number of highly accurate POD
modes is quite large; the first 12 modes are computed to an accuracy level of at least 10−5. The 12th singular value is
O(10−9). In many POD applications, PODmodes are not required for POD singular values that are this small. (Recall, the POD
eigenvalues are the squares of the POD singular values.) The incremental POD algorithm works very well for this problem.

6.2. Example 2: 2D Navier–Stokes equation

For our second example, we consider a 2D laminar flow around a cylinder with circular cross-section [33]. The flow is
governed by the time dependent incompressible Navier–Stokes equationswith Reynolds number Re = 100, andwe consider
a rectangular spatial domain of length 2.2 and width 0.41. The diameter of the cylinder is 0.1, and it is centered at the point
(0.2, 0.2). For the initial condition, we take the steady state solution of the same problemwith Reynolds number 40 (instead
of 100). On the right boundary of the rectangle (the outlet), we consider stress free boundary conditions. The boundary
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Fig. 2. Example 1, Re = 20: Exact versus incremental right singular vectors.

Fig. 3. Example 1, Re = 20: Exact versus incremental POD modes.

conditions on all other walls are Dirichlet boundary conditions. The Dirichlet velocity data on the left wall of the rectangle

(the inlet) is ( 6y(0.41−y)
0.412

, 0). The Dirichlet data on all other boundaries is zero.
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Fig. 4. Example 1, Re = 20: Errors between true and incremental POD modes.

Fig. 5. Example 2, Re = 100: Exact versus incremental singular values.

The primary goal of this example is to test the incremental POD algorithm on a problem with more complex solution
behavior than the first example (the 1D Burgers’ equation). First, we use a coarse grid and a relatively small number of time
steps over a short time interval in order to compute the exact errors compared to the exact SVD (with respect to theweighted
inner product). We do not attempt to simulate over a longer time period in order to obtain similar numerical results to POD
works in the literature (see, e.g., [34,35]).

For the simulation, we consider the time interval 0 ≤ t ≤ 1 and time step 0.01. The finite element mesh is generated by
Triangle [36,37] with local refinement near the cylinder; also, the mesh is polygonal and only approximately fits the circular
boundary of the cylinder. We used standard Taylor–Hood elements, and backward Euler for the time stepping for simplicity.

We first consider a coarse mesh. At each time point, the velocity finite element coefficients are vectors of length 55552.
We have 101 total solution snapshots. For the incremental SVD computation, we take tol = 10−10 and the singular value
tolerance tolsv = 10−12.

The incremental SVD algorithm returns 33 singular values and corresponding singular vectors. Fig. 5 shows the exact
versus the incremental singular values. We see excellent agreement for all singular values down to near the singular value
tolerance (10−10). The first four exact and incrementally computed right singular vectors are shown in Fig. 6, and the
agreement is again excellent. Fig. 7 shows the horizontal and vertical components of the 1st, 5th, and 10th velocity POD
modes.

Fig. 8 shows the weighted norm error between the exact and incrementally computed velocity POD modes. The error
behaves in a similar fashion to the PODmode error in the first example (Fig. 4). Again, the errors for the dominant PODmodes
are extremely small, and the errors increase slowly and monotonically as the corresponding singular values approach zero.
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Fig. 6. Example 2, Re = 100: Exact versus incremental right singular vectors.

Fig. 7. Example 2, Re = 100: 1st, 5th, and 10th incremental velocity POD modes (from top to bottom); horizontal components are on the left, and vertical
components are on the right.
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Fig. 8. Example 2, Re = 100: Errors between true and incremental POD modes.

Furthermore, there are a large number of highly accurate PODmodes. Again, the incremental POD algorithm is very accurate
for this problem.

We also tested the same problem with a smaller time step of 0.001 (instead of 0.01); this gives 1001 solution snapshots.
We also reduced the algorithm tolerance to tol = 10−12. Using the same the singular value tolerance tolsv = 10−12, the
algorithm returned 97 singular values and corresponding singular vectors. We again found that the incremental approach
gave accurate results (not shown).

Next, we return to the larger time step 0.01, but now use a fine mesh for the finite element discretization. Each of the
101 flow velocity snapshots has a finite element coefficient vector of length nearly 2 million (1 978904). In this case, we did
not store the solution data or compute the exact SVD; we only performed the POD computations incrementally. Also, we
compared the incremental SVD to the incremental SVD computed on the coarse finite element mesh (with the same time
step). We found both incremental SVD computations gave similar singular values and singular vectors (not shown), as we
would expect from POD theory. Specifically, the finite element solution should converge to the solution of the PDE as the
mesh is refined; therefore, the POD eigenvalues and modes must converge (see, e.g., [11,12,32]).

7. Conclusion

Weextended Brand’s incremental SVD algorithm [21] to treat data expanded in basis functions fromaHilbert space.Many
numericalmethods for PDEs generate data of this form. Specifically, we reformulated Brand’smatrix algorithm in aweighted
norm setting using functional analytic techniques. We proved that an idealized version of the algorithm exactly updates the
SVD when a new column is added to the data. We also considered time varying data by incorporating the quadrature on the
time integral into the incremental approach.

We used the left singular vectors to compute the POD modes for the collected data. Standard methods for computing
the POD modes require storing the whole large dataset; in contrast, using an incremental SVD algorithm only requires
storing one snapshot of the data at a time. Therefore, the incremental approach drastically reduces thememory requirement
for computing the POD of the data. Furthermore, the computational cost of the incremental approach is also much lower
than standard approaches. Moreover, by truncating small singular values (and corresponding singular vectors) during the
incremental update, we reduce the computational cost of orthgonalizing the stored singular vectors.

We tested our approach on finite element simulation data with the L2 inner product for a 1D Burgers’ equation and a 2D
Navier–Stokes equation. For the small-scale computational cases, we compared the incremental SVD results with the exact
SVD and found excellent agreement. We also found that the incremental algorithmworked very well using a different inner
product and also if we removed the average from the data (again with an incremental approach without storing the data).
We also tested the algorithm on a fine mesh for the Navier–Stokes problem with nearly 2 million velocity unknowns.

Our implementation of the incremental SVD algorithm with respect to a weighted inner product is based on the
implementation of the unweighted incremental SVD algorithm in [20], and a parallel implementation of this algorithm has
been developed [38]. It is possible that implementation ideas from [38] can be used to develop a parallel implementation of
the proposed algorithm; we leave this to be explored elsewhere.

Although we showed the proposed algorithm is exact in an idealized case, we did not perform an error analysis of the
algorithm with truncation in this work. In our numerical experiments, we found that we obtained very accurate results for
many choices of the truncation tolerances, as long as the tolerances were chosen relatively small (such as 10−8 and smaller).
An analysis may provide more insight into the accuracy of the algorithm with truncation and the choices of the tolerances;
we leave this for future work.
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Appendix

A.1. POD in a Hilbert space and the matrix SVD with a weighted norm

Let X be a Hilbert space with inner product (·, ·), and suppose {uj}
s
j=1 ⊂ X . Define the POD operator K : Rs

→ X by

Kf =

s∑
j=1

ujfj, f = [f1, . . . , fs]T . (11)

The Hilbert adjoint operator K ∗
: X → Rs satisfies (Kf , x) = (f , K ∗x)Rs for all f ∈ Rs and x ∈ X . It can be checked that

K ∗x =
[
(x, u1), (x, u2), . . . , (x, us)

]T
. (12)

Since K has rank at most s, K is compact and has a singular value decomposition. Let {σi, fi, xi} be the core singular values
and singular vectors of K , i.e., the nonzero singular values and corresponding singular vectors of K . Then

Kfi = σixi, (13)
K ∗xi = σifi. (14)

In the proposition below, we consider the case where each uj is expressed in terms of a finite set of basis functions. We
show that the core singular values and singular vectors of K can be computed by finding the core SVD of a coefficient matrix
with respect to a weighted inner product.

Proposition A.1. Suppose {φk}
m
k=1 ⊂ X are linearly independent, and assume uj ∈ X is given by

uj =

m∑
k=1

Uk,jφk, for j = 1, . . . , s. (15)

Let the matrices M ∈ Rm×m and U ∈ Rm×s have entries Mj,k := (φj, φk) and Uk,l, for j, k = 1, . . . ,m and l = 1, . . . , s. Then
{σi, fi, ci} ⊂ R×Rs

×Rm
M are the core singular values and singular vectors of U : Rs

→ Rm
M if and only if {σi, fi, xi} ⊂ R×Rs

×X
are the core singular values and singular vectors of K : Rs

→ X, where ci and xi are related by

xi =

m∑
k=1

ci,kφk for all i.

Proof. First, since {φk}
m
k=1 ⊂ X is a linearly independent set, we know M is symmetric positive definite. Next, assume

Kfi = σixi (13) is satisfied with σi > 0. Substitute in the expansion for uj (15) and use the definition of K in (11) to obtain
s∑

j=1

m∑
k=1

Uk,jfi,jφk = σixi, (16)

where fi,j denotes the jth entry of the vector fi. Therefore,

xi =

m∑
l=1

ci,lφl, ci,l =
1
σi

s∑
j=1

fi,jUl,j. (17)

Let ci ∈ Rm
M denote the vector with entries ci,k. Then we have

Ufi = σici for all i. (18)

Note the above argument is reversible, i.e., if we assume Ufi = σici with σi > 0 as in (18), then we obtain Kfi = σixi, where
xi is defined in (17).
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Next, we proceed similarly with K ∗xi = σifi (14) and σi > 0. Using the definition of K ∗ in (12), the expansion for uj in
(15), and the expansion for xi in (17) gives

σifi =

m∑
l=1

m∑
k=1

[(
ci,lφl,Uk,1φk

)
, . . . ,

(
ci,lφl,Uk,sφk

)]T
=

m∑
l=1

m∑
k=1

[
ci,lMl,kUk,1, . . . , ci,lMl,kUk,s

]T
=
[
cTi MU1, . . . , cTi MUs

]T
=
(
cTi MU

)T
,

where Uj denotes the jth column of the matrix U . Since U∗
= UTM , we have

U∗ci = σifi for all i. (19)

Again, this argument is reversible, i.e., U∗ci = σifi in (19) with σi > 0 implies K ∗xi = σifi, where xi is defined in (17).
Therefore, we have

Ufi = σici, U∗ci = σifi for all i

if and only if

Kfi = σixi, K ∗xi = σifi for all i.

Next, suppose {σi, fi, xi} ⊂ R × Rs
× X are the core singular values and singular vectors of K : Rs

→ X . To show
{σi, fi, ci} ⊂ R×Rs

×Rm
M are the core singular values and singular vectors of U : Rs

→ Rm
M , where ci = σ−1

i Ufi, we only need
to show {ci} ⊂ Rm

M is orthonormal. We show this as follows. Using cj = σ−1
j Ufj, U∗ci = σifi (19), and {fi} ⊂ Rs is orthonormal

gives (
ci, cj

)
M =

1
σj

(
ci,Ufj

)
M

=
1
σj

(
U∗ci, fj

)
Rs

=
σi

σj

(
fi, fj

)
Rs

=
σi

σj
δij = δij.

Therefore, {ci} ⊂ Rm
M is orthonormal.

Finally, suppose {σi, fi, ci} ⊂ R × Rs
× Rm

M are the core singular values and singular vectors of U : Rs
→ Rm

M . To show
{σi, fi, xi} ⊂ R×Rs

× X are the core singular values and singular vectors of K : Rs
→ X , where xi is defined in (17), we only

need to show {xi} ⊂ X is orthonormal. This follows directly from {ci} ⊂ Rm
M being an orthonormal set:(

xi, xj
)

= cTj Mci = δij.

This completes the proof. □

A.2. Incremental SVD after removing the average

Some authors apply POD on the data after removing the average of the data. Such a computation has recently been
performed incrementally in [19] by applying an algorithm for the additive modification of an SVD [39]. A similar procedure
can be done for time varying data with a weighted norm (as considered in Section 5). We do not give the details of the
procedure here; however, we show how Brand’s algorithm for the additive modification of the SVD [39] can be extended to
the case of a weighted norm.

Theorem A.2. Let M ∈ Rm×m be symmetric positive definite, and let a ∈ Rm
M and b ∈ Rn. Suppose U : Rn

−→ Rm
M has core SVD

given by U = VΣW T , where V TMV = I for V ∈ Rm×k, W TW = I for W ∈ Rn×k, andΣ ∈ Rk×k. Define

m = V ∗a, p = a − Vm, pa = ∥p∥M , (20)

n = W Tb, d = b − Wn, db = ∥d∥Rn , (21)

where V ∗
= V TM and

K =

[
Σ + mnT dbm

panT padb

]
.
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If pa, db > 0 and the standard core SVD of K ∈ Rk+1×k+1 is given by

K = VKΣKW T
K , (22)

then the core SVD of U + abT is given by

U + abT = VuΣKW T
u ,

where

Vu = [ V r ] VK , r = p−1
a p, Wu = [W q ] WK , q = d−1

b d.

Proof. Rewrite U + abT as

U + abT = VΣW T
+ abT = [ V a ]

[
Σ 0
0 1

]
[W b ]

T . (23)

Next, use the definitions in (20) and (21), respectively, to obtain

[ V a ] = [ V r ]

[
I V ∗a
0 pa

]
,

[W b ] = [W q ]

[
I W Tb
0 db

]
.

Substituting these results into (23) gives

U + abT = [ V r ]

([
I m
0 pa

][
Σ 0
0 1

][
I n
0 db

]T)
[W q ]

T

= [ V r ]

[
Σ + mnT dbm

panT padb

]
[W q ]

T .

Next, note

[ V r ]
TM[ V r ] =

[
V TMV V TMr
(V TMr)T rTMr

]
=

[
I 0
0 1

]
since V TMV = V ∗V = I by assumption,

V TMr = V ∗r = V ∗(a − Vm)/pa = (m − m)/pa = 0,

and

rTMr =
∥p∥2

M

p2a
=

∥p∥2
M

∥p∥2
M

= 1.

Also, we have

[W q ]
T
[W q ] =

[
W TW W Tq
(W Tq)T qTq

]
=

[
I 0
0 1

]
sinceW TW = I ,

W Tq = W T (b − Wn)/db = (n − n)/db = 0,

and

qTq =
∥d∥2

M

d2b
=

∥d∥2
M

∥d∥2
M

= 1.

Proposition 2.3 gives the result. □
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