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Abstract

In this supplementary material, we introduce more about the
implementation details for better understanding our approach
and reproducibility.

» Section I provides details of event detection component as
used in Doc2EDAG (Zheng et al. 2019), GIT (Xu et al.
2021) and PTPCG;

Section II lists the regular expressions used in entity ex-
traction section in the main content;

Section III introduces the pseudo trigger selection and
pruned complete graph building process with an example;
Section IV lists the pseudo trigger roles and corresponding
importance scores of the ChFinAnn (Zheng et al. 2019)
dataset;

* Section V introduces more about the DAG-based methods
and differences compared with PTPCG;

* Section VI introduces the Bron-Kerbosch algorithm;

* Section VII lists all the hyper-parameters used in the ex-
periments;

* Section VIII provides the results of Doc2EDAG, GIT and
PTPCG on the development set during training;

* Section IX shows more inference speed test results;

* Section X provides additional PTPCG experimental re-
sults.

I Event Detection Details

As introduced in the main content, event detection is a multi-
label classification task. In this section, we explain more de-
tails about the event type classification.

For all sentence representations G = {gi}gll, we follow
the same method as reported in Doc2EDAG and GIT. An
event query q; € R*4r of type t; is applied to an event-
related document representation P; via the multi-head at-
tention (Vaswani et al. 2017) mechanism with query, key and
value as inputs:

P; = MultiHeadAttention(g;, G, G) € R X" (L.1)
p(P;1G) = sigmoid(P; x W, + by) (L2)

Copyright © 2022, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

where W, € R4 *dn and b, € R are trainable parameters.

The cross entropy function is used to calculate the loss of
event detection component. To get final prediction results,
an argmax operation is applied for each type.
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where |7| denotes the number of event types, yiype is the
golden type labels, and o{ype is the event type prediction.

II Regular Expression for Additional Entities

In the entity extraction component, we add additional enti-
ties into the dataset for data augmentation. These additional
entities are matched via regular expressions as listed in Ta-
ble II.1.

Type Regular Expression
money \d+ (\.\d+) 27T
date \d{4}F\d{1,2}A\d{1,2} 8
percentage ratio | \d+ (\.\d+) ?%
shares (\d+%&) [~ &)

Table II.1: Regular expressions for additional entities.

III Example of Pseudo Trigger Selection and
Pruned Complete Graph Building

For better explaining the pseudo trigger selection and pruned
complete graph building, we present a simple example in
Figure X 4.

IV Pseudo Triggers and Importance Scores

All the pseudo trigger roles R and importance scores for
each type in the ChFinAnn dataset are listed in Table X.3.

V Different Event Argument Combination
Methods

Figure V.1 shows different event argument combination
strategies.



With annotated triggers, it is easy to identify combina-
tions by building trigger-centered trees as shown on the top
of Figure V.1 (Chen et al. 2015; Nguyen, Cho, and Grish-
man 2016; Liu, Luo, and Huang 2018; Wadden et al. 2019;
Lin et al. 2020). However, annotating the triggers and iden-
tifing the event records in documents are difficult and costly.
To speedup the annotaion process, Chen et al. (2017) borrow
the idea of distant supervision (DS) (Mintz et al. 2009) and
use an event knowledge base to align raw texts and generate
records automatically. However, it is difficult to match the
automatically extracted triggers with DS-constructed event
records, and the triggers are often not available.

DAG-based argument combination strategy is shown in
the left bottom of Figure V.1. For each argument role in type
t;, all the predicted entities are classfied via a type-specific
role classifier to determine whether such entities are argu-
ments of this role. If there are multiple entities recognized as
the same argument role, the DAG is split into two branches.
Finally, each path represents a possible argument combina-
tion. This strategy makes significant progress in trigger-free
document-level event extraction, but the resource consump-
tion shortcoming is obvious. To build DAGs, devices have to
store all the previous paths, and each node in the graph has
different previous memories. This auto-regressive decoding
strategy requires massive memories and huge computing re-
sources, so the training and inference speed are both very
slow.

We instead use the pruned complete graphs (right bottom
of Figure V.1) to represent event argument combinations and
further exploit the non-autoregressive decoding algorithm to
extract final records. The experimental results show that our
approach is fast in both training and inference.
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Figure V.1: Event argument combination comparison (best
viewed in color).

VI Bron-Kerbosch Algorithm

In the combination extraction section of the main content,
we introduce the non-autoregressive combination decoding
algorithm. In this section, we list more details about the
Bron-Kerbosch algorithm (Bron and Kerbosch 1973) used at
line 17 of Algorithm 1 in the main content. To apply the re-
cursive Algorithm VI.1, the input of adjacent matrix A must
be symmetric, thus we performs the operation at line 16 of
Algorithm 1. After that, the Algorithm VI.1 is applied to find
possible pseudo trigger cliques.

Algorithm VI.1: Bron-Kerbosch

Input: Adjacent matrix A.

Output: Pseudo-trigger cliques C.
1: for ¢ € BK-Kernel(2,{1,2,...,|A|},2) do
2. C<«+CVc
3: end for

Algorithm VI.2: BK-Kernel

Input: Possible clique of arguments Q, set of candidate ver-
tices S, set of excluded vertices X
Output: A clique of vertices.

ifS=0gand X = @ and |Q| > 2 then
return Q
end if
if SUX = o then
W<+ S
else
u < random choice from S U X
// here N (u) denotes the neighbors of
9: W<+ S\N(u)
10: end if
11: forv € W do
122 F+ SNN(v)
13: H<+— XNN(v)
14:  return BK-Kernel(Q V v, F, H)

A Sl e

15 S+ S\w
16: X<+ XVw
17: end for

VII Hyper-Parameters

We list all the hyper-parameters in Table VII.2 for repro-
ducibility.

VIII Results on Development Set in Training

As Figure VIII.2 shows, PTPCG is the fastest to get conver-
gence and reach the max micro-F1 score at the 57th epoch,
while Doc2EDAG and GIT suffers from parameter updating
in the first 20 epochs and get the max scores on the develop-
ment set until the 82th and the 96th epoch.

IX Inference Speed Comparison

Figure IX.3 shows the inference speed test results on
Doc2EDAG, GIT, TransPTPCG (|R| = 1) and PTPCG with
different bach sizes. Specially, GIT raises the “Out of Mem-
ory” error when batch size is 128. Our PTPCG outperforms
Doc2EDAG and GIT in all batch size settings.

X Additional Experimental Results

We report additional performance results of PTPCG, includ-
ing overall scores for each event type (Table X.4), perfor-
mance on single & multiple record documents (Table X.5)
and results of each seperate component (Table X.6).

We also provide a case predicted by PTPCG (|R| = 3)
in Figure X.5. This example is picked from ChFinAnn. To
better show this example, we have reduced the document
length.



Name Setting
learning rate Se-4
batch size 64
epoch 100
embedding dim d, 768
mention type dim d; 32
max sentence length 128
max number of sentence 64
minimal teacher prob 0.1
scheduled sampling start epoch 10
scheduled sampling end epoch 20
o 0.05
(6%} 1.0
Q3 1.0
Qg 1.0
0.5
#heads of multi-head att in event detection 1
layers of BILSTM for token encoding 2
layers of BiLSTM for entitiy encoding 2

Table VIL.2: Hyper-parameter details for implementation.

Figure IX.3: Inference speed comparison (best viewed in color).
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Figure X.4: Pseudo trigger selection and pruned complete graph building.
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Table X.5: PTPCG performance on documents with single and multiple records in ChFinAnn.

EventDetection

EntityExtraction

Combination

Overall

R

P

F1 P R

F1 P R

F1

F1

99.0
99.0
99.2
99.2
99.1
99.1

L O S

I

98.8
98.9
98.9
98.9
98.9
99.0

98.9 | 97.5
99.0 | 97.3
99.0 | 97.4
99.0 | 97.4
99.0 | 97.5
99.1 | 97.3

99.4
99.5
99.4
99.5
99.4
99.5

98.4 | 40.9
98.4 | 354
98.4 | 32.5
98.4 | 31.1
98.4 | 31.6
98.4 | 26.4

40.9
40.2
41.4
40.7
43.8
41.4

40.9
37.7
36.4
352
36.7
32.2

83.8
78.6
72.3
70.9
67.9
62.4

754
76.7
71.7
71.5
79.1
78.4

79.4
71.7
74.9
74.0
73.1
69.5

Table X.6: PTPCG performance of each component on ChFinAnn.

EquityFreeze EquityRepurchase | EquityUnderweight | EquityOverweight EquityPledge Average Total (micro)
P R F1 P R Fl1 P R F1 P R F1 P R Fl1 P R Fl1 P R F1
1 | 8.8 639 714|909 923 916|802 646 715|775 675 722|817 717 764|822 720 766 |87 754 794
2 | 750 660 702|913 904 908|732 644 685|744 684 713|747 745 746|777 728 751|786 767 7117
3 | 685 696 690|865 912 888|704 670 686 | 637 681 659|682 753 716|715 742 728|723 777 749
4 1659 674 666|859 912 885|619 673 645|612 69.1 649|675 750 71.1 | 685 740 71.1| 709 775 74.0
5 1565 699 625|826 928 874|657 674 665 | 633 684 658|641 770 699 | 664 751 704|679 79.1 731
all | 639 716 675|817 920 86.6 | 640 659 649 | 599 688 640|558 760 644|651 749 695 | 624 784 69.5
Table X.4: PTPCG overall scores on ChFinAnn.

R EquityFreeze | EquityRepurchase | EquityUnderweight | EquityOverweight | EquityPledge Average Total (micro)

S M S M S M S M S M S M S M

1 |836 599 | 937 73.8 71.3 63.6 79.7 62.8 86.1 705 | 84.1 66.1 | 882 69.1

2 | 774 637 | 932 70.8 76.7 57.3 76.9 64.1 837 693 | 816 650 | 8.3 68.1

3 | 736 647 | 91.0 69.4 74.9 60.4 74.1 55.6 793 672 | 787 635|831 659

4 | 712 623 | 909 68.3 70.7 56.3 69.9 58.9 80.3 658 | 76.6 623 | 82.6 647

5 | 632 618 | 89.6 70.3 71.4 60.0 71.9 58.3 797 646 | 752 63.0 | 81.6 64.0

all | 69.5 657 | 88.6 69.9 69.4 58.8 69.4 57.4 73.6 593 | 741 622|787 60.1



[l Entity Mention Document
M Entity Mention w/ Multiple Appearances

MESSAS: 6002 12IE5EFR: TTRERES: IF2018 - 046

[t Securities code: 600212 Securities abbreviation: Jiangquan Industry No.: Lin 2018-046
(2] FRTREVRHERATXRFATHRRFR OISR RREN A S

Announcement of Shandong Jiangquan Industry Co., Ltd. on the New Waiting List Freeze of Shares of the Company's Controlling Shareholder
FIABEERRSRERREINEABTTHEEHIERICE. RSUFARETOER, FNENSNESY. EREIEE RN I RERRE.

[3] [The Board of Directors and all directors of the Company warrant that the contents of this announcement do not contain any false statements, misleading statements or
material omissions, and shall bear individual and joint responsibility for the truthfulness, accuracy and completeness of its contents.

WARTRELIWRHEIRAR (UTFEFRAR") F20185F98 19 BREHSRRFRYIHAERIETBIRAT (R KERIER") B, RIEETIR 1B
ETEIESECEEARREATNENER, KERIEFFMFATRMINERERAS, BMER0T:

[4] [Shandong Jiangquan Industry Co., Ltd. (hereinafter referred to as "the Company") received a notice from its controlling shareholder, Shenzhen Dasheng Agricultural Group
Co. Ltd. ("Dasheng Agricultural Group") on Sept. 19, 2018, according to its query results in the China Securities Depository and Clearing Corporation on Sept. 19, the shares
of the company held by Dasheng Agricultural Group were newly frozen on waiting list, as follows.

—. ERRRROIISRIRREER

1. Newly frozen shares of controlling shareholders

L BIRFENX: LBmIIAXARER, RIRASEIEE: 2018598170, BIRFEE: 034031988, RIRKENR: 35, BENENFEZRITHE.
[6] [1. Waiting freezing authority: Shanghai Hongkou District People's Court, starting date of waiting freeze: Sept. 17, 2018, number of waiting freeze: 68403198 shares, waiting
freeze period: 3 years, calculated from the date of transfer to official freeze.

2. RARFENK: LSl OXARER, BIRFEEAE: 2018595180, RIRFESER: 084031980, BIRFEHR: 3F, BEANENRESZHITE.
[7] [2. Waiting freezing authority: Shanghai Hongkou District People's Court, starting date of waiting freeze: Sept. 18, 2018, number of waiting freeze: 68403198 shares, waiting
freeze period: 3 years, calculated from the date of conversion into official freeze.

—. ERERFRROBIMRRE. SiEREREIRAEER

II. Accumulated pledge, judicial freeze and waiting freeze of controlling shareholders' shares

HEANERER, KERWEFIFEANTIRMD684031988, SATISERARI3.37%, SFHRIFBRSHIRDEET656670708%, SEIFEATIRM SEE
96%; SETFIHREERSHIRDEE 084031987, HEFFEARIRIDSERI100%,

[91 |As of the disclosure date of this announcement, Dasheng Agricultural Group holds 68403198 shares of the Company, accounting for 13.37% of the total share capital of the
Company, the number of shares under pledge is 65667070 shares, accounting for 96% of the total number of shares held by it; the number of shares under freeze is 68403198
shares, accounting for 100% of the total number of shares held by it.

=. ERERFROIIRICIRFANMIRXISRT

(o] 111. Impact of the newly frozen shares of the controlling shareholder and risk indication
Egﬁéﬁ?kilﬂkiIZIFﬁ%’&Eﬂﬁ{ﬁ%ﬂ%%ﬁ}ff\ﬁ$mﬁ$iﬁﬁﬁEﬂﬁﬁﬁ?ﬁﬂéﬁ‘é‘ ISR, (ERRERDERDELE, TReSHNRSEREE
[11] R,

The freezing of shares held by the controlling shareholder Dasheng Agricultural Group has not yet affected the normal operation and management of the company, but if the
frozen shares are disposed of judicially, it may lead to a change in the actual control of the company.

AERISEFEFRIRIN BRIV RS R RIRFESHARER, FRRRBIRIARDROEFERIRFE.
[ 12 ] |The Dasheng Agricultural Group is actively negotiating the freezing and waiting list freezing of shares and other related matters, and will strive to lift the freezing or waiting
list freezing of the Company's shares as soon as possible.
RTREVBRHBRARDERS
Board of Directors of Shandong Jiangquan Industry Co. Ltd.
(4] FO/\ERA=+E
Sept. 20, 2018
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Figure X.5: PTPCG (|R| = 3) prediction.
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