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1 Introduction & Motivation

Artificial Intelligence (Al) communities believe that multi-discipline research which com-
bines Computer Vision (CV), Natural Language Processing (NLP) and Knowledge Rep-
resentation & Reasoning (KR) could be a big leap towards the next generation Al algo-
rithms. Such belief is supported by the argument that capturing multi-modal knowledge
beyond a single sub-domain may further enable the ability of a machine to perform gen-
eral intelligent action, achieving Al-complete task with a well-defined evaluation metric.
To this end, we propose to work on Visual Question Answering (VQA), a reduced version
of the multi-discipline Al task, performed in a toy world where the questions and answer
refers to elements in the toy world. Numbers of novel models have been proposed and
implemented, such as incorporation of scene text to answer questions [1], probabilistic
neural-symbolic model [2], and multimodal relational network which is learned end-to-end
3].

To simplify the project, we constrain the questions to be multiple-choice which only
requires our model to pick from a predefined list of possible answers, rather than giving
open-ended and free-form response as it was originally proposed [4]. With a subset of the
dataset in [4], we aim to build and train a machine learning/deep learning model for the
VQA task, evaluating its accuracy and efficiency by the number of questions it answer
correctly.

2 Owur Approach

We plan to use the state of art deep CNN (convolutional neural network) and LSTM
(Long short-term memory) to carry out the VQA task. Specifically, we will be looking
into those efficient and high-performance networks such as ResNet [5], MobileNet [6] for
image classification and Fast R-CNN [7], YOLO [8] for object detection. Meanwhile,
we will be using simple Multilayer Perceptron (MLP) or LSTM to understand the lan-
guage/questions. Our model will be built using pytorch, then be trained and tested on the
abstract scene of VQA dataset. Top-1 and top-k accuracy will be evaluated and reported
on the benchmark. Ablation study and comparison with the baseline implementation
in [4] will be deployed to demonstrate the effectiveness of our design.
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