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Abstract

In this article, we introduce an signifi-
cant and interesting problem about how to
improve relevance between message and
response of diversity for a open-domain
dialogue generation system. Inspired by
SEQ2SEQ model with attention and con-
text information, a MMI-context prototype
model is proposed. After discussing re-
lated work about context aware decoding
RNN model, we describe some results in
preliminary experiments from both quan-
titative and qualitative aspects.

1 INTRODUCTION

An appealing response generation system should
be expected to output grammatical, coherent re-
sponses that are diverse and interesting. In prac-
tice, however, neural conversation models tend to
generate trivial or non-committal responses, often
involving high-frequency phrases along the lines
of I dont know or Im OK [1][2][3]. More impor-
tantly, however, how to enhance the relation be-
tween message and response turns out to attract
little attention in recent research contribution. The
underlying motivation comes from the fact that di-
alogue turns becomes difficult to continue once
machine gives meaningless, non-causal responses,
though of considerable diversity.
In neural language generation model, e.g.
SEQ2SEQ, responses that seem more meaning-
ful or specific can also be found in the N-best
lists, but rank much lower [4]. In part at least,
this behavior can be ascribed to the relative fre-
quency of generic responses like I dont know in
conversational datasets, in contrast with the rel-
ative sparsity of more contentful alternative re-
sponses. After changing objective, the number of
dull responses decreases on the on hand, while

candidates are still densely similar to each other
and lack relevance to message. Table 1 illustrates
this phenomenon, showing top outputs from MMI-
antiLM models [4]. All the top-ranked responses
are not quite generic but has little relation with the
given message.

Figure 1: Top ranked responses generated by
MMI-antiLM model (Li et al., 2015) using beam
decode for message ”I take my leave” and ”you
better stay right there boy”

More specifically, we find that it is common that
in basic SEQ2SEQ model or even those diversity-
promoting ones, e.g. MMI-antiLM, result of beam
decoding, namely the N-best list, is still highly
centralized to only a few ancestors or prefixes.
Such phenomena might be owned to MLE objec-
tive[4], as well as short memory of RNN in prac-
tice. Meanwhile, pursuing diversity only does not
aligned with human-like dialogue system. Be-
cause, many answer generated are not quite bor-
ing, though, they hardly convey relevant informa-
tion regards to source. Intuitively, it seems desir-
able not only to take into account the dependency



of responses from previous tokens generated, but
also replay the relation that connects message and
response. In this article, we therefore propose po-
tentially feasible solutions to address such prob-
lem.

2 RELATED WORK

Maximum Mutual Information is adopted in re-
cent diversity-promoting dialogue generation sys-
tem. [4] Inspired by optimization objective in
speech recognition domain, MMI considers not
only the conditional probability which is given
by traditional Maximum Likelihood Estimation,
and also the probability of responses. From an-
other point of view, the latter one could be seen as
penalty to those phrases and sentences with high
frequency. As a result, it might prefer those not
much common which enhances diversity. Penaliz-
ing siblings in beam decode is another approach to
improve diversity. By assigning different penalty
level for intra-sibling ranking, the model would
favor choosing hypotheses from diverse parents.
[5] There are also plenty of other prior work ad-
dressing diversity problem during decoding like
producing multiple outputs that are mutually di-
verse, either non-redundant summary sentences or
N-best lists. [6][7] Nevertheless, most of them
are evaluation driven which emphasizes much on
a single aspect.

3 METHODOLOGY

One reason that generation tends to produce simi-
lar, dull and noncommittal response regardless of
context information lies in limited influential time
of LSTM or GRU unit in sequence to sequence
model. For example, faced with two different
questions as input, first two words of generated re-
sponses might be the same, like I dont. However,
the following phrases could be and expected to be
distinct and meaningful like I dont need more cof-
fee and I dont care about who wins, instead of I
dont know what you are talking about almost all
the time. In other words, decoding process after
the first few words seems to take account into lit-
tle, if any, information from source. Consequently,
the response tends to show less relevance and di-
versity.
A lot of prior work contributes to how to improve
long-term memory. Recently, adding attention
mechanism appears to be one of the most popu-
lar methods. In many situation like machine trans-

lation [8][10] and document summarization [9], it
works well in terms of focusing on particular po-
sitions in source input. Nevertheless, from either
point of view of experimental results or intuition
behind, we argue that attention is not quite suit-
able for this open-domain dialogue system.
After applying attention mechanism on basic
SEQ2SEQ architecture[10], the training time is
far longer and performance drops considerably in-
stead. By sampling test data and visualizing at-
tention weights, it is often the case that one single
token in source sentence gather majority of atten-
tion for each token decoded.
It is not difficult to explain that in dialogue gener-
ation scenario there are relatively much fewer cor-
responding tokens or phrases in source and target,
compared to other application like machine trans-
lation. For instance, with seriously one of the best
shows!!! fed in, the MMI-antiLM model probably
generates love it ! cant wait for the next one...
But its hard to clarify that each word in response
should be associated with a single word in the con-
text sentence.

Figure 2: SEQ2SEQ model using context infor-
mation for each decoding step

Considering those factors discussed above, a de-
coding process that combines last hidden state
and also fixed context information from source
should be promising, for both diversity and rel-
evance. Such architecture is broadly applied in
domains like summarization and document clas-
sification [11], which helps system capture histor-
ical records efficiently. In addition, in some recent
work of neural dialogue generation paper con-
sidering context sensitivity[1], although not using



sequence to sequence model, context vector be-
comes a component of inputs for recurrent decod-
ing process. Whats more, in hierarchical architec-
ture which takes as source input more than one ut-
terances also adopts context vector for each token
generation.
Static model Context vector has fixed length but
varies as for different choice to compute. In this
SEQ2SEQ scenario, for example, one way is to
use simply linear or non-linear combination of
hidden state in encoder, naturally like average or
max. As to incorporating method, either concate-
nated form or weighted sum form is reasonable.
Its important to assign proportion to context and
decoder hidden state, in terms of dimension, since
to some degree context vector may interface co-
herent generation than purely using prefix.
Dynamic model For every position during de-
coded utterance, the way it combines prefix and
context information may vary a lot. Thus, we
claim it both reasonable and feasible to add one
control module that determine which kind and de-
gree of incorporating should take for particular
token. For the sum form, it essentially assign
two positive number to context vector and hid-
den vector, which can be jointly learned with the
whole network. For concatenated or other form,
the answer is simply yes, no, or both. Such deci-
sion space is discrete which brings reinforcement
learning to train this module. Specifically, policy
gradient method [12] would show more power in
both performance and ease of training, due to lim-
ited action space.

4 PRELIMINARY EXPERIMENT

Dataset The corpus used for this chatbot is open
subtitiles movie dataset [13]. This raw corpus is
around 2.5 million lines, where odd lines are mes-
sages and even lines correspond to response. Be-
fore split into training, development and test set, it
is preprocessing by lowercasing and filtering out
extremely short or long utterances.
Training The naive context model is constructed
based on SEQ2SEQ recurrent neural network
model. The input of decoder is simply concate-
nated form of hidden state and context vector with
same dimension, plus the token predicted last step.
Slightly different with that, two GRU layer ar-
chitecture is adopted, where each layer contains
1000 hidden neurons. Word embeddings of size
1000 are learned jointly with the whole network to

project vocabulary of size 20000. GRU parameter
are initialized from a uniform distribution in [-0.1,
0.1]. Stochastic gradient decent use Adam opti-
mizer, with initial learning rate of 0.0005, reduced
by three quarter after each 10 epochs. Batch size
is set to 48. This implementation was completed
on a single NVIDIA GTX 1080 Ti GPU process,
lasting for about 12 hours basic model training.
Evaluation As for evaluation, we choose three
measurements as evaluation metric: BLEU-1
score, unique uni-grams and unique bi-grams. The
reason why BLEU-1 is used is because it is not
necessary to force predicted sentence to be identi-
cal to the single reference in high order.

Model BLEU distinct-I distinct-II
SEQ2SEQ .301 .103 .412

MMI-antiLM .275 .186 .467
MMI-context .289 .178 .478

Table 1: Performance on test dataset of baseline as
well as two MMI models

As seen in table 1, both MMI-antiLM and MMI-
context have little bit lower BLEU-I scores than
SEQ2SEQ baseline. What’s more, MMI-antiLM
and MMI-context achieve better performance on
both distinct uni-grams and bi-grams measure-
ments. However, information relevance could
hardly be illustrated through automatic metrics,
thus we turn to qualitative analysis.

Message i take my leave
SEQ2SEQ my life is quite clear

MMI-antiLM until i get you
MMI-context and i will take care of it

Message you better stay right there boy
SEQ2SEQ i am not a monster but i am a animal

MMI-antiLM boy just a moment
MMI-context all right...

Table 2: Responses generated from three models

After collecting samples, we find that replies from
MMI models are more informative, and also MMI
context model shows more relation between mes-
sage and response.

5 DISCUSSION

Given that it is hard to measure automatically
the performance of open-domain dialogue sys-
tem, most of currently used metric evaluation can



only represents very limited aspects. From ma-
chine’s perspective, it is worth-wile to find trade-
off between response coherency, diversity and rel-
evance. This work only attempts to walk in the
very beginning of this interesting field, remaining
lots of proposed extensions and unknown archi-
tecture to explore, including end-to-end system or
even more complicated ones using reinforcement
learning etc.
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