Hadoop Cluster Setup

This is what our environment should look like

Virtual Environment

Data Nodes

dnodel

Name Node

nnode

Requirements
e Ubuntu Server 18.04, download from: here
e Install SSH during installation time or after (worst case)
e 5 Virtual Machines, or at least 3 of them. Details could be found in table below.

VM#1 nnode.yourname.local 172.16.150.10 Name Node
VM#2 dnode1.yourname.local 172.16.150.11 Data Node
VM#3 dnode2.yourname.local 172.16.150.12 Data Node
VM#4 dnode3.yourname.local 172.16.150.13 Data Node
VM#5 dnode4.yourname.local 172.16.150.14 Data Node



https://www.ubuntu.com/download/server

The Setup
On your main Ubuntu system do the following:

1. Install first and name it “ubuntu-18.04-BASE”.
2. REMINDER: Install SSH during installation time or after (worst case)
3. Login and update it:

$ sudo apt update

$ sudo apt upgrade

4. Install Java OpenJDK 8
$ sudo add-apt-repository ppa:openjdk-r/ppa
$ sudo apt-get update
$ sudo apt-get install openjdk-8-jdk

Verify that it is working:
$ java -version

userignode:~% java -version
openjdk version "1.8.8_191"

OpendiK Runtime Environment (build 1.8.8_191-8u191-b12-Zubuntu®.18.84.1-b12)
OpendDk 64-Bit Server VM (build 25.191-b12, mixed mode)

5. Create a directory for downloading and using for temp stuff.
$ mkdir files

Now download hadoop inside the new directory

$ cd files

$ wget ¢
http://apache.cbox.biz/hadoop/common/hadoop-3.1.2/hadoop-3.1.2.tar.gz

Extract the files:
$ tar xvfz hadoop-3.1.2.tar.gz

6. Create a Virtual Network using the VMWare Network Editor


http://apache.cbox.biz/hadoop/common/hadoop-3.1.2/hadoop-3.1.2.tar.gz

7. Configure the IP Address of the BASE
$ vim /etc/cloud/cloud.cfg

172.16.150.10/24
172.16.150.1

172.16.158.1

Then apply your settings:
$ sudo netplan apply

Verify your results:
$ ifconfig

If you want to speed things up, you might want to check check Note (1) in cyan
below.

8. Power off the system and move on to making copies
9. Now switch the network interface of your BASE from NAT — Custom and
choose vmet2 (assuming you created vmnet2, otherwise, adjust it to something
else).
MNetwork Connection

Bridged: Connected directly to the physical network

MAT: Used to share the host's IP address
Host-only: A private nebwork shared with the host

© Custom: Specific virtual network

[dev/vmnet2 -



Creating Clones

10. Within VMWare, go to Manage — Clone

11.Then choose to create a link clone, repeat the process (4 more times). Name

them as following:
a. Ubuntu-18.04-NameNode

Ubuntu-18.04-DataNode1
Ubuntu-18.04-DataNode2
Ubuntu-18.04-DataNode3
Ubuntu-18.04-DataNode4

®ao0oT

12. Start the first one (NameNode) and change the IP Address and hostname. It
should be as seen in table #1.
$ sudo hostnamectl set-hostname nnode.ali.local --static

Then edit the /etc/cloud/cloud.cfg file in order to preserve the hostname across
reboots and change “preserve _hostname” from false to true as seen below.

grep preserve fetc/cloud/cloud.cfg

rue
Reboot your system to double check.
Note (1): the reason why we are adding the hostnames to the hosts file of each
system is we do not have a DNS Server, if you do, then no need for this step. If

you did this step when installing BASE, then you will not need to repeat it.

Example of Name Node: nnode.ali.local

useri@nnode:~5 hostname
nnode.ali.local
useri@nnode ifconfig

ens33: flags= = _BﬁDADEﬂST,HUFFIFI_JJ* CAST= mtu 1500
inet 172.16.1568.10 5 55.8 broadcast 172.16.158.255

Data Node1: dnode1.ali.local

userl@dnodel:~$ hostname
dnodel.ali.local
userl@dnodel:~5 ifconfig

ens33: flags= UP ,BROADCAST , RUNN = mtu 15608
inet 172.16.1508.11 netmask 255.2 5.0 broadcast 172.16




Data Node2: dnode2.ali.local

useri@dnode:~5 hostname

g : T JLTI( mtu 1580
inet 172.16.150.12 netmask 255.255.255.0 broadcast 172.16.150.25

ata.
)): icmp seqg=1 ttl=64 time=0.251 ms
--- nnode.ali.

1 packets tran 2, : cet loss, time Bms

PING dnode2.ali.loc:
64 bytes from dnode2.ali.local (172.16.158. icmp_seq=1 ttl=64 time=0.522 ms

5, time Bms




Passwordless Authentication using SSH Keys
Time to setup our boxes to connect to each other using a passwordless authentication
method, which is achieved using SSH keys.

14.0n the name node use the ssh-keygen to create the keys as seen below.

useri@nnode:~% ssh-keyge
rating public/private rsa key pair.

4+----[SHA256]
useri@nnode:~$ ||

Repeat the process on all of your systems.

15.Now copy the file over to all of the systems, including the name node itself using
the ssh-copy-id command.

userl £ Y userl@dnodel

useri@dnodel.ali.local'"
u wanted were added.

userignnode:~5 ||



16.To test that you are able to login without password and using key based
authentication, try to ssh into the system you just copied the key to. It is very
important for the rest of the work to be successful that your namenode is able to
ssh into the datanodes without a password. An example could be seen below.

userl@nnode:~% ssh us B
Welcome to Ubuntu 18.84.2 LT

* Documentation: htt
* Management:

* Ubuntu's Kubernetes 1.14 distributions can bypass Docker and use containerd
directly, see https://bit.ly/ubuntu-containerd or try it now with

snap install micr s --classic

Last login: Wed Apr 18 A85:44:17 2619 from 172.16.158.1
useri@dnodel:~5 hostname

dnodel.ali.local

useri@gdnodel:~5 I




4 15.08-47-generic x86_o4)

* Documentation: htt 21p. ubuntu. com
* Management: htt ndscape.canonical.com
* Support: https://ubuntu.com/advantage

stem information as of Wed Apr 18 86:088:52 UTC
Processes: 153

Users 1 in: :
e s33: 172.16.150.10

cker and use containerd
y it now with
snap install microk8s --classic
3 packages can be updated.

3 updates are security updates.

Last login: Wed Apr 10 065:39:56 2019 from 172.16.1568.1
userignnode:~5 I

17.Move the extracted copy of hadoop from your files directory to the main home
directory. We will be using this path for hadoop on any system required:
/home/user1/hadoop

18.Open your .bashrc file and add Hadoop to the running path, as seen in the
example below. If you do not prefer “vim” use “nano”.
$ vim .bashrc

PATH=/home fuserl/hadoop/bin: fhomefuserl/hadoop/sbin:

export PATH

Then to update your current running shell with the new value, do the following:
$ source .bashrc

To validate, just type hdfs with double tabs. Do you see anything?



HDFS Configuration
Now let us move on to configuring Hadoop.
19.Open the lhome/user1/hadoop/etc/hadoop/core-site.xml file and add the lines
below. Don'’t forget to change the name of the host to nnode.yourname.local.
<configuration>
<property>
<name>fs.defaultFS</name>
<value>hdfs://nnode.ali.local:9000</value>
</property>
<property>
<name>hadoop.tmp.dir</name>
<value>/home/user1/hadoop/tempdata</value>
</property>
</configuration>

20. Create the tempdata directory inside the hadoop directory.
21.Now open the /home/useri/hadoop/etc/hadoop/hdfs-site.xml file and make
sure you have your settings similar to the following:
<configuration>
<property>
<name>dfs.replication</name>
<value>2</value>
<name>dfs.name.dir</name>
<value>file:///home/user1/hadoop/hdfs/namenode</value>
<name>dfs.data.dir</name>
<value>file:///home/user1/hadoop/hdfs/datanode</value>
<name>dfs.namenode.num.checkpoints.retained</name>
<description>No. of edits/fsimages to retain</description>
<value>10</value>
</property>
</configuration>

Create both of those directories:
$ mkdir -p hadoop/hdfs/{namenode,datanode}

22.Finally, open the hadoop/etc/hadoop/workers file and make sure you add your
datanodes there, like this:
dnode1.ali.local
dnode2.ali.local



23.Adding the location of JAVA to your hadoop-env.sh file, so hadoop know where
to look for JAVA.This could be done by opening the
/home/useri/hadoop/etc/hadoop/hadoop-env.sh file and adding the line under
the line “# export JAVA_HOME="
export JAVA_HOME=/usr/lib/jvm/java-8-openjdk-amd64

Before we move on to starting our hadoop cluster, we need to copy all of the files to the
datanodes we have. We can simply do that using scp.\

24.Now, copy the files from your name node to the datanodes using the command
below. Don'’t forget to adjust your command to your hostname.

$ scp -r hadoop user1@dnode1.ali.local

Do the same for the other datanodes.



Starting our Hadoop Cluster
Now it is time to start our hadoop cluster for the first time. But, before we do that, we
need to format the cluster.
25.To format our hadoop cluster, on the namenode, do the following:
$ hdfs namenode -format

userl@nnode:~5 hdfs namenode -format
) 9 INFO namenode.MameNode: STARTUP_MSG:
v e o o e o e e e o e o e e e e e o e e e o o o e e e e e e o o e e e o o

: Starting NameNode
nnode.ali.local/172.16.156.108

9-04-10 67:061 )63 INFO namenode.MameMode: SHUTDOWM_MSG:
o e e e e e e v e e e e e e e e e e v e e e e e e e e e e e e e e e e e ol o e e e e e e e e e e e e e e e

ﬁHUTDDHh_HEEr Shutting down MameNode at nnode.ali.local/172.16.158.18

& = & = & i

26.Check the hadoop version, similar to the screenshot below.
$ hadoop version

Or use the hdfs command instead, both should work.

27.Now to start your cluster, use the start-dfs.sh command.
28.Now run the jps command to check the status.
29.Go to your datanode (any of them) and run the jps command.

useri@gnnode:~5 start-dfs.sh

Starting secondary
userl@nnode: 5

1 Jps
3 DataNode

30.Run a report check on the namenode using:
$ hdfs dfsadmin -report



sent Cap
FHNj1n1Hu

T rrupL |Pp11Lj :
: B
5 lwth replication factor 1)
ith highest priority to recover: @

FFnd1uu del
Erasure Coded Block

¢l
with highest priority to recover: 8

Name: 172.16.150.11:9866 (dnodel.ali.local)
Hostname: dnvdu1 ali.local
ommission Status :

C 2015

Name: 172.16.
tname: dno

B (& B)




31.Let us test the cluster by creating a for420 directory. This could be done using
the command below.
$ hdfs dfs -mkdir /for420

32.Let us check if the directory was created using the dfs Is command as seen
below.
$ hdfs dfs -Is /

33.You will see results similar to the screenshot below.

useri@nnode:~% hdfs dfs -1s /

Found 1 items
drwxr-xr-x - userl supergroup B 2619-04-10 67:30 /for420




Accessing the Web Interface
We have configured hadoop to also be accessed by the web interface. Check it out.
34.0n your system with your browser, go to the IP Address (or hostname if your
system is configured properly) and navigate to the following:
http://172.16.150.10:9870/

35.You should receive an overview page, similar to the one below.

Hadoop Overview Datanodes Datanode Volume Failures Snapshot Startup Progress Utilities -

OVerview 'nnode.ali.local:9000" (active)

Started: Wed Apr 10 03:22:15 -0400 2019

Version: 3.1.2, r1019dde65bcfl12e05ef48ac7 1e84550d589e5d9a
Compiled: Mon Jan 28 20:39:00 -0500 2019 by sunilg from branch-3.1.2
Cluster ID: CID-3t6d70a8-89d8-42a2-8e85-a371fd038a21

Block Pool ID: BP-519778240-172.16.150.10-1554879688845

36. Go to the Datanodes tab and check that your datanodes are there.

Datanode Information

+ Inservice @ Down @ Decommissioned  © Decommissioned & dead  / In Maintenance  /# In Maintenance & dead

Datanode usage histogram

P Py p
Disk usage of each DataNode (%)
In operation
Show| 25 v |entries Search:
e Last Last Block Block pool
Node Hitp Address contact Report Capacity Blocks used Version
+ dnode].ali.local:9866 http:/idnodel.ali.local9864 2s 17m 391268 . o 28 KB (0%) 312
(172.16.150.11:9866)
+ dnode?.al.local: 9866 http://dnode2.ali.local: 9864 2s 4m 39.12G8 . ] 28 KB (0%) 312

(172.16.150.12:9866)
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