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Abstract

Space Manager will be a module of dCache (a cell or a plug-in ), which will be responsible for all operations related to disk space in dCache going into reservable Space.  Any operation that requires utilization of space in dCache, controlled by Space Manager,  will need to first allocate space though space manager. It will be possible to allocate a large amount of space ahead of time for a later usage for the storage of files in it. It will also be possible to reserve exact amount space for particular file storage just in time of a transfer. 

Conventions

Text in red indicates the statement is not clear or finalized yet.

Assumptions

Tape Backend is assumed infinitely large, space manager will be managing disk space only. Only precious space is considered as used space, the rest is available for reservation. 

Space Manager will use a database back-end as persistence storage. 

It will be possible to have multiple space manager modules running simultaneously in dCache, and sharing the same database. The transaction mechanism will be used to make sure that multiple instances do not corrupt the data or overbook the resources. 

The Space Manager will continuously update the total amount of space that is available in system by periodically contacting Pool Manager. The particular instance of a reserved space, a.k.a. Space Reservation will be assigned a unique space token and possibly non-unique space description.  Each Space Reservation will be associated with a particular Link object. Here Link is an object created by the Pool Manager that connects the group of pools to various selection units such as net, protocol and storage group units. AGAIN Space Reservation will know about the total space in each pool Link and will be making reservation against the total space of the pool Link and not in a particular pool. 

Use Cases

The following use cases describe three typical usages of Space Reservations.

Advanced Space Reservation

1. (Possibly Large amount of) Space  is reserved by the client through srmReserveSpace function (optionally providing description). Client optionally specifies desired (SRM) Storage Class and Access Latency. Client gets back a space token.

2. (Optional Step) Client discovers token(s) associated with a given description though srmGetSpaceTokens function

3. Client executes srmPrepareToPut with a (list of) file(s), file size(s) and a space token as arguments. Client gets back a list of Transfer URLs

4. Client Performs transfers of the files in dCache using appropriate dCache doors.

5. Steps 2,3,4 can be repited multiple

6. Client releases the remaining space or space reservation lifetime expires.

Srm Put without Advanced Space Reservation

1. Client executes srmPrepareToPut with a (list of) file(s), file size(s) and no (NULL) space token  as arguments. Client gets back a list of Transfer URLs. 

2. Client Performs transfers of the files in dCache using appropriate dCache doors.

Direct transfer

1. Client transfer a file in dCache using a dCache doors.

Use Cases with implementation details filled in

Advanced Space Reservation

1. (Possibly Large amount of) Space  is reserved by the client through srmReserveSpace function (optionally providing description).

2. SRM sends ReserveSpace Message to Space Manager. SRM passes the following Paramters:

a. VO Group (or user name if gPlazma is not used)

b. Role (null is gPlazma is not used)

c.  Retention Policy

d.  Access Latency

e. Reservation Size 

f. Reservation Lifetime 

g. Description (optional)

3. SpaceManager on basis of VO Group, Role, Retention Policy and Access Latency selects a Storage Group (this info is taken out of configuration file).

4. Space Manager selects a Pool Link on Basis of the Size,Storage Group, Retention Policy and Access Latency.

5. SpaceManager creates a Space Token, record new space reservation against a selected Link.

6.  SpaceManager sends a space token back to SRM. SRM sends it to the client.

7. (Optional Step) Client discovers token(s) associated with a given description though srmGetSpaceTokens function. SRM Sends list of tokens back to the client.

8. Client executes srmPrepareToPut with a (list of) file(s), file size(s) and a space token  as arguments. 

9. SRM sends UseSpace to SpaceManager for each file in the list

a. SpaceManager records each file to be stored in the given space

b. SpaceManager returns success to SRM

10. Client gets back a list of Transfer URLs

11. Client Performs transfers of the files in dCache using appropriate dCache doors.

12. Door contacts Space Manager with the PoolManagerSelectPool message, containing Name or PnfsId of the file, (file name is already recorded, so we know which space token and which pool link to use).

a. Space Manager forwards the Select Pool (SelectPoolByLink) message to Pool Manager and receives a pool.

b.  Space Manager forwards response to the door.

c. Space Manager includes new Storage Group info into the response, so that the correct Storage Group is recorded in PNFS. Alternatively Space Manager itslelf modifies PNFS info.

13. Door notifies Space Manager of the successful transfer, Space is recorded as permanently utilized (available space is reduced in size).

14. Client releases the remaining space or space reservation lifetime expires.

Srm Put without Advanced Space Reservation

1. Client executes srmPrepareToPut with a (list of) file(s), file size(s) and no space token  as arguments. Client gets back a list of Transfer URLs. 

2. SRM sends ReserveSpace Message to Space Manager. SRM passes the relevant info (as described above ) to SRM Space Manager. Main difference is that the reservation size is now a sum of all known file sizes. 

3. Client notifes srm that put is done, srm releases the remaining space or space reservation lifetime expires.

Direct transfer (not going to be supported initially) will have to go directly to PoolManager without space reservation.

1. Client transfers a file into dCache using a dCache doors without prior SRM operations on that file.

2. Door contacts Space Manager with the PoolManagerSelectPool message, containing name or PnfsId of the file

a. SpaceManager contacts the PoolManager to select the right pool link.

b. SpaceManager Creates a space token, record new space reservation against a selected link, provided there is enough spaced in the pool link.

c. Space Manager forwards the Select Pool message to Pool Manager and receives a pool.

d. Space Manager forwards response to the door.

3. Door notifies Space Manager of the successful transfer, Space is recorded as permanently utilized (excess of space is released).

Accounting of the spaces, reservations and files in the spaces

Links

Space Manager will maintain the list of Links and total amount of space in bytes associated with each link. It will periodically update the list by contacting Pool Manager.

It will also have information about associated VO Groups and Storage Groups.

Reservations

Space Manager will maintain a list of space reservations within each link, each reservation will have the following attributes:  a Space Token (unique id ), VO Group (user, if dcache.kpwd is used), VO Role (null is dcache.kpwd is used), description (arbitrary string), creation and expiration time, total size in bytes, state (Queued, WaitingPoolManagerResponce, WaitingSomethingElse, Reserved, Failed …).

Files in Reservations

Space Manager will keep a list of files that are requested to be put, or are put into the Space Reservation. For each file it will store a unique file id, VO Group (user, if dcache.kpwd is used), VO Role (null is dcache.kpwd is used), PNFS File Name,  PNFS Id (if it is known), expected or real file size, request for put creation time and expiration time, state of the file (states are Requested, TransferInProgress, Received, might need more  states).

Space Manager Functions

The space reservation interface will have the following functions (implemented as either java function calls or cell message exchange):

ReserverSpace

Input:


Long sizeInBytes;  // size of space to reserve

            String VO Group,

            String VO Role,

            String AccessLatency,

            String RetentionPolicy,

            Long lifetime;

           String description;

Output

           Status (success , in progress or failure)

           long spaceToken

Description

This function does the following:

1. Creates a unique reserve space token and returns it to the requester.

2. Selects Storage Group from configuration as a function of VO Group, VO Role, AccessLatency and Retention Policy

3. Selects link from the database, that has enough space, and supports VO, Storage Group, Access Latency and Retention Policy

4. Records Space Reservation in database

5. Returns success to the requester.

GetSpaceTokens



Input

                                    VO Group

                                    VO Role




String description



Output




Array Of Tokens

Description

This function gets all requests associated with a given token, and gives their tokens to the requester.

ReleaseSpace

                    Input

                            VO Group

                             VO Role

                             long spaceToken

                             long size (everything if not specified)



Output




Success or failure

Description

Releases the unused portion of the space

UseSpace

Input long spaceToken,


VO Groups


VO Role


long sizeOfSpaceToUse


Filename

Output




Success or failure

Description

This operation is invoked when the client is trying to use the space that has been pre-reserved. This is probably is going to be invoked from inside the processing of the SelectPool message. 

ReserveAndUseSpace

Input   Array of the pairs of 

          

long sizeOfSpaceToUse

          

PnfsId or filename

Output

           Long SpaceToken




Success or failure

Description

This is what is going to be invoked in case the transfer is going without prior space reservation, probably in response to the SelectPool message

SelectPool



Usual PoolManager SelectPool arguments

Description

This is invoked by the door. SpaceManager checks if the space is already reserved for a file. 

If it is, then Use the Link to which Space Reservation belongs and forward the message with the Link info in it to the PoolManager, change the status of the file in the reservation, forward the response from the PoolManager to the door. 
This the function of the UseSpace

If it is not, then make a resrvation and then use the space

TransferCompleted



Input




FileName or pnfsId




Long size

                                   Success or Failure

Description

This is invoked by either door or directly by pool.


Space Manager SQL Tables 

Link

INTEGER Id PrimaryKey

VARCHAR PoolLinkName 

INTEGER totalFreeSpaceInBytes

INTEGER AccessLatency

INTEGER RetentionPolicy

LinkStorageGroups

Integer id PrimaryKey

Integer LinkId Foreign Key references Link id

String StorageGroup

SpaceReservation

INTEGER Id Primary Key

VARCHAR RequesterVOGroup

VARCHAR RequesterVORole

INTEGER LinkId Foreign Key references Link.Id

INTEGER sizeInBytes

VARCHAR StorageClass

VARCHAR Description

INTEGER state 

SpaceReservationFile

Long Id Primary Key

VARCHAR RequesterVOGroup

VARCHAR RequesterVORole

INTEGER ReservationId Foreign Key references SpaceReservation.id

INTEGER sizeInBytes

VARCHAR filename

VARCHAR PnfsId 

INTEGER state 

New PoolManager Functions

GetLinkInfo


Input 



Link


Output



Link size



Storage Info or Storage Class



Other attributes?

SelectPoolFromLink


Input



Usual Select Pool parameters



Link


Output



Pool

GetAppropriateLinks

Input


Storage Info or Storage Class

            User Network

           Size

Output

          Array of Links

Startup and Periodic Operations of the space manager

1. On Startup Space Manager requests a catalog of the Pool Link and their Spaces from the PoolManager and stores this in the dCachePoolLink table.

2. Periodically Space Manager updates the list of the Pool Links.

3. When new pools arrive or some pools go into the fault state or offline, PoolManager sends an update to Space Manager. Space Manager updates the Link Records. What should happen if this leads to smaller amount of available space then the amount reserved in the Pool Link? New Reservations are failed, but existsing reservations are honored and transfers served in hope that space will become available before more files arrive  and use up all the space.

Questions

1. When a file is being written into dCache using door without prior space reservation

 
From the door’s point of view:

a. Door requests a space reservation if the size of file is known as descrived above

i. If the reservation fails, the transfer fails 

b. If the size of file is not known? 

i. Door requests a 1GB (or some default value) space reservation 

ii. If the reservation fails, the transfer fails

iii. Once the actual write completes door reserves additional space or releases extra space to match the actual space size

2. If the file is being written with the prior reservation, it writes the file and then updates the space manager about the space usage. What to do if more is written? Can we limit the amount being written?

RetentionPolicy and AccessLatency are properties of Link. This info is stored in PNFS as values of “rp” and “ac” flags?
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