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Summary
Designing neural networks is a complex task.
Several tools exist which allow analayzing neural networks after and during training. Tools
such as … allow …
[Limitation of these methods]
Delve is a Python package for statistical analysis of neural network layer eigenspaces. Delve
hooks into PyTorch (Paszke et al., 2019) models and allows saving statistics via TensorBoard
(Abadi et al., 2015) events or CSV writers. A comprehensive source of documentation is
provided on the home page (http://delve-docs.readthedocs.io).

Statement of Need
Research on changes in neural network representations has exploded in the past years. [add
citations] Furthermore, researchers who are interested in developing novel algorithms must
implement from scratch much of the computational and algorithmic infrastructure for analysis
and visualization. By packaging a library that is particularly useful for extracting statistics from
neuarl network training, future researchers can benefit from access to a high-level interface
and clearly documented methods for their work.

Overview of the Library
The software is structured into several modules which distribute tasks. Full details are available
at https://delve-docs.readthedocs.io/. The … module provides …
Subclassing the TensorBoardX SummaryWriter (Abadi et al., 2015)…

Eigendecomposition of the feature covariance matrix
Saturation is a measure of the rank of the layer feature eigenspace (Shenk, 2018; Shenk et
al., 2020) Covariance matrix of features is computed as described in (Shenk et al., 2020)…
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for B batches of layer output matrix Al and n number of samples.
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