DL CHATBOT SEMINAR
DIN'GOL:

QA witTH EXTERNAL MEMORY




HELLO!

| am Jaemin Cho

e Vision & Learning Lab @ SNU
e NLP /ML /Generative Model
e Looking for Ph.D. / Research programs

You can find me at:

heythisischo@gmail.com
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Tobay WE WILL COVER

External Memory
o PyTorch Tutorial

Advanced External Memory Architecture
Advanced Dialogue model

Wrap Up this Seminar!



1.

| found very helpful!

EXTERNAL MEMORY

Memory Networks / End-to-End Memory Networks
Key-Value Memory Networks
Dynamic Memory Networks
Neural Turing Machine


http://slazebni.cs.illinois.edu/spring17/lec27_memory.pptx
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BARBI Tasks
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“Towards Al Complete Question Answering: A Set of Prerequisite Toy Tasks” (2015)



BARBI Tasks

Daniel went to the bathroom. John dropped the milk.

Mary travelled to the hallway. John took the milk there,

John went to the bedroom. Sandra went back to the bathroom.
John travelled to the bathroom. John moved to the hallway.

Mary went to the office. Mary went back to the bedroom.

Where is John? Answer: bathroom Prediction: bathroom Where is the milk? Answer: hallwa Prediction: hallwa

|Story (16: basic induction)  Support| Hop 1 [ Hop2 | Hop3 | [Story (18: sizereasoning) ~ Support| Hop1 | Hop2 | Hop3 |
Brian is a frog. The suitcase is bigger than the chest. yes

Lily is gray. The box is bigger than the chocolate.

Brian is yellow. The chest is bigger than the chocolate. yes

Julius is green. The chest fits inside the container.

Greg is a frog. The chest fits inside the box.

What color is Greg? Answer: yellow Prediction: yellow Does the suitcase fit in the chocolate? Answer: no Prediction: no

“Towards Al Complete Question Answering: A Set of Prerequisite Toy Tasks” (2015)



BARBI Tasks

Example

Command format 4

jason go kitchen Jason went to the kitchen.
jason get milk Jason picked up the milk.
jason go office Jason travelled to the office.
jason drop milk Jason left the milk there.
jason go bathroom Jason went to the bathroom.
where is milk ? A: office Where is the milk now? A: office

where is jason? A: bathroom Where is Jason? A: bathroom

“Towards Al Complete Question Answering: A Set of Prerequisite Toy Tasks™ (2015)



EXTERNAL MEMORY
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MEMORY NETWORKS
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“Memory Networks” (2014)



MEMORY NETWORKS

X | (Input feature map)
o Query=> Sparse / Dense feature vector A M

VENN :

o x=>I(x) = M

X  G(Generalization)
o  Store given input feature I(X) in index H(x)
o H(X), =H(X), ,+1 . i| Ot
2 My = 160 e |
o  (Implementation) m [ :, H(x) ]=1(x)

.-—'—"'}

X O (Output)
o  Produce output feature from memories with score function

X  R(Response)
o Response sentence = RNN(Output feature)

“Memory Networks” (2014)



MEMORY NETWORKS

X  D:vector dimension / N: # of memory slots

Check out more details! =>
X  Vectorization
o Input sentence (list of integer index) => feature vector A Mg Nt

X  Memory matrix
o [D0xN]

.-—'—"'}

X  Scoring function : || Ouqui
o  Relationship between i-th memory <-> query e |
o Dot product variant

s(z,y) = ©x(z) ' UTUR,(y).

X  Take memory with best score
o Output memory index i =argmax. s(x, m)

X  Generate Response
o hy=m,
o  Next word = RNN(current word, h)

“Memory Networks” (2014)


http://www.thespermwhale.com/jaseweston/icml2016/
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“End-To-End Memory Networks” (2015)
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END—TO—END MEMORY NETWORKS

Memory Module
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togarden ! | tokitchen ! i apple there
Question

Input story

“End-To-End Memory Networks” (2015)



END—TO—END MEMORY NETWORKS

IIII IIII Output Memory

| go to schoaol. weighted sum

He gets ball. Attention
- - = softmax

II II Input Memory

I he
qo gels
to ball

“End-To-End Memory Networks” (2015)



END—TO—END MEMORY NETWORKS

o

Predicted
Answer
a

Weighted Sum A

Embedding C
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“End-To-End Memory Networks” (2015)




END—TO—END MEMORY NETWORKS

X  Setting
o Task
m KZ20/ =X 00 2= XA ot
TN e
m nHS E& X, ~x

= Xi:i':’._"RH =
SA2UHES 2AE

| é =
X  Training
=M qS g82 ) =5t G BE all &

PEOlx,~x 2 X =21,
Word-level Cross Entropy

o

O

“End-To-End Memory Networks” (2015)



END—TO—END MEMORY NETWORKS

X  Input Memory Representation
o  Embedding matrix A
m dXVIES &<
s GO = d-XHS HiE

m =&=>d-AE MBS 2AE

2
0]
G
T
=1
n

o =Y HHmM
m  Embedding_A(x)=m,
m  Bag-of-Words
LR = s =l o
m  Positional Encoding (PE)
e XS HOUIIESHONANEBHMAXINH e EE
==Jif .
HEHEH SS weightedsum &t 2101 2& #EH e § _]Jl : - ]

&

MO

“End-To-End Memory Networks” (2015)


https://www.slideshare.net/YerevaNN/sentence-representations-and-question-answering-yereva

END—TO—END MEMORY NETWORKS

X  Query Representation -|-|-|-|.|-.
o  Embedding matrix B

[ ] dXVX&ol e v Embedding B

m - Ea od-R =g A =
3 e ,Y-\ . Bq .+ Question
o Embedding_B(q)=>u '

X  Output Memory Representation
o  Embedding matrix C
m dXVIES &
m E&=>d-AE HEHS 2AE

o  Embedding_C(x)=c,

o]
c
~
°
c
=t
L]
(o]
IF
-+
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I ==

“End-To-End Memory Networks” (2015)



END—TO—END MEMORY NETWORKS

X Input memory m - Query representation u
o ANZEUHE =F0I =K IHE H20| AST? 3 ;
o Scoring function: dot product Pi — Softmax ( U

o Normalized weight : p,

i &

m;)

X Output representation o
o ZUSANNS NS S HUEH2 2E5I|

o FUlAN et pE IS = ot = weighted sum

X  Final output
o &Y= & 0tXI2 projection W
A&:Vxd(ABC2H &S
o™V A& HiH
0124 2 one-hot encoded & & ©H({ 2 H| 1
Cross-Entropy

© © © ©

“End-To-End Memory Networks” (2015)



END—TO—END MEMORY NETWORKS

X Input memory m - Query representation u
o ANSZ=0TESHO0| SKHIE 20| ASN? 44

p; = Softmax(u” m;)

o Scoring function: dot product
o Normalized weight : p,

Predicted
(= ] Answer
a
Weighted Sum

Embedding C

—

s
e

Embedding &

Imner Product

Embedding B

Cruestion
L= |

“End-To-End Memory Networks” (2015)



END—TO—END MEMORY NETWORKS

X  Output representation o
o E=H=<?dlN=dHE S HEHZ &=0ot)]
o RN A8t pE IS = ot= weighted sum

Predicted
o Answer
a

Weighted Suwmm

Embedding C

e el

s [T
e

Embedding &

Imrer Product

Embedding B

Question
L= |

“End-To-End Memory Networks” (2015)



END—TO—END MEMORY NETWORKS

X  Final output
A 2t a = Softmax(W (o + u))

o == 28 0tXIY projection W
X&:Vxd(ABC2HZS
a™V Xt #E
0124 = one-hot encoded & & &H0{ 2+ H| 1
Cross-Entropy
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“End-To-End Memory Networks” (2015)
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MuLTi—Hop ATTENTION

Story (2: 2 supporting facts Support| Hop1 | Hop2 | Hop3 |

Daniel went to the bathroom. John dropped the milk.
Mary travelled to the hallway. John took the milk there,
John went to the bedroom. Sandra went back to the bathroom.
John travelled to the bathroom. John moved to the hallway.
Mary went to the office. Mary went back to the bedroom.
Where is the milk? Answer: hallway Prediction: hallwa

Story (18: sizereasoning)  Support| Hop1 | Hop2 | Hop3 |
Brian is a frog. The suitcase is bigger than the chest. yes
Lily is gray. The box is bigger than the chocolate.
Brian is yellow. The chest is bigger than the chocolate. yes
Julius is green. The chest fits inside the container.
Greg is a frog. The chest fits inside the box.

What color is Greg? Answer: yellow Prediction: yellow Does the suitcase fit in the chocolate? Answer: no Prediction: no

“End-To-End Memory Networks” (2015)



MuLTi—Hop ATTENTION

EII}Ha

Predicted
Answer

Embedding C

e b . 0
AT .
s e

Embedding A

Embedding B

“End-To-End Memory Networks” (2015)




MuLTi—Hop ATTENTION

x Eadz FAl 20| &O0t0ok Ml S

ro

X  Residual Connection
o  Next query = previous query + output

O ST

rlo
0
14

X  Z1&40 OH Layer OtCHV x d Xt

Question gq

“End-To-End Memory Networks” (2015)
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MuLTi—Hop ATTENTION

Tying embedding weight
o Adjacent
|

Ol OIS CETHAR SR

o AI=Ck
m = Weight= 0K CE &t O AFE
o W'=CK

o

Layer-wise (RNN X &)

= Input embedding, Output embedding 212t 2= HIOIH WA B =
== a0 =0 == 0"
| |

Extra linear mapping H
e dxdXxt&

o (EHZUMH

Question g

“End-To-End Memory Networks” (2015)



END—TO—END MEMORY NETWORKS

X  Temporal Encoding
AP*O = -IE 20 POIE EH‘:*gF = A= &

| S
2Ol = T/HJP —rltlHll':':| ST = el

SRS =NE AFY

© © © ©

T, T.c &8s Ul
Learning time variance by injecting Random Noise (RN)
m  Regularization £ ?oll Training Al T, 0l 10% 2| empty memory =t

X  Linear Start (LS)
o ZEJ|lossIt ZAE WHDHKl OFKI & SoftmaxS K| 2 & SoftmaxE 2% Kl {6t D &t

“End-To-End Memory Networks” (2015)




END—TO—END MEMORY NETWORKS

3 hops

MemNN s | s || PELS PELS
X  Results sk WSH | Ls o joint

o Memory Network 0| 2 &

o  PE J}Bag-of-Words 2Lt LIS
o Joint training 21t A S
o HopH=+= ey
o LS Jtlocal minima Il 6t Hl & @
nple negation
™ Task 16 knowledge

33

» conjunction Xl 0. 0.3 0, . 1% 0, 0.0

» compound coreference 6.0 9.9 0. iz A 0.5

me reasoning 0 % 8 : 369 3. 8. 20

: basic deduction 4.8 4. 0.0 0.0 0.5 0 1.8

¢ induction 0 505 5] 6 3 474 513 i 510

ositional reasoning g 5. 510 2 26

: size reasoning 8.0 : 8. ; 9.6 3 9.2

ath finding 4,0 92.0 89. 874 82.8 89.9 90.2 90.6
agent's motivation 0.0 9 0 0 0.0 0.0

On 10k training data
Mean err

“End-To-End Memory Networks” (2015)



KEY—VALUE MEMORY NETWORKS

Blade Runner is a lerican neo-noi pian science fiction film

X Lorge Scale QA dire':lecl b\‘ Ri( d starrin RulﬂerHauer Sean
o BeEXNaAsdHoz I|IE0U=0lel 2 2=l 25 &6t coples, is daptation of the 1968

o Question Answering = Xl E 2 [} " i I"- s P]mm;\]\\rl):.th

m RawText 2Ct= senetically P  visually indisting :

s 0l2l 2 H2|= Knowledge Base (KB) 2| =S = & XH

: nned and repli
) xY i cisure work on of]
X  OLXIBtKn owledge Base & 2 CHGtLCH. an and return to Earth 2
o =RetEAE =2 AHXH
m  Key hashing :  directe
e D v B XNy i eI OV [CIIRNR I DR ' vt vrie b Pilp K. Dick Hampion Fchr
3 Runner siarred g arrison Ford, Sean Young, ...
e O-I %I }”7 Blade Runner release \ J
- End_To_End Memory NQTWOrkS Blade Runner m, noir, police, androids, ...

IE entries for Blade Runner (subset)

“Key-Value Memory Networks for Directly Reading Documents” (2016)



WIKIMOVIES

le [

ritten by Hampton
cher and David Pe adaptation of the 1968
"l')n An re: She by Philip K. Dick.

Que‘iti{}n‘i for Blade Runner f‘illh‘it".l.} I m leull-humdm are l'['ldl'll.lidl._llllt'd by the pow erful Tyrell C urpul'llmn

rld. Their use
Ridley Scott directed which films? :

What year was the movie Blade Runner releas
Who is the writer of the film Blade Runne

Which films can be described |1\ ti\ "11l'+l7'1i.l,li'.F Blade Runner directed I
Which movies was Philip K. Dick the writer of? S
_ y ; . . ; ) [ lade Runner si¢
Can you describe movie Blade Runner in a few words? Blade Runner 7
. Blade Runner has_rags dystopian, noir, police, andro
IE entries for Blade Runner (subset)

“Key-Value Memory Networks for Directly Reading Documents” (2016)



KEY—VALUE MEMORY NETWORKS

Question embedding

v AP (x)
_—»

]

Question

Knowledge

Key embeddings

-

——

Inner product

-

Hopsj=1,..H

Value embeddings

o y+1

Inner product

i

|Key addressing] Softmax [Value reading]

“Key-Value Memory Networks for Directly Reading Documents” (2016)

Weighted average
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KEY—VALUE MEMORY NETWORKS

o5t pel A2

100,004 Ol &2 & =2

Method [E | Doc
~ (Bordes et al., 20 14) QA system

Supervised Embeddings 4,

Memory Network 8.5 | 63.4 | 69.9

Key-Value Memory Network 68.3 | 76.2
Table 2:  Test results (% hits@1) on WIKIMOVIES, comparing
human-annotated KB (KB), information extraction-based KB

(IE), and directly reading Wikipedia documents (Doc).

i 05 =
1,000 G 2=

Method

Word Cnt

Wet Word Cnt

2-gram CNN t:‘f'ung et al. '*-'lfllf}.;]

AP-CNN (Santos et al |

Attentive LSTM (Miao |

Attentive CNN (Yin and Schiitze,

L.D.C. (Wang et al [ 2016)
y Network

Key-Value Memory Network

=
o

Al

0.5099
0.6520
().6886
().6886
0.6921
0.7058
0.5170
0.7069

Table 6: Test results on WikiQA.

“Key-Value Memory Networks for Directly Reading Documents” (2016)

0.7226
0.5236
0.7265




DyNaMmic MEMORY NETWORKS

I: Jane has a baby in Dresden.

¥ A UR=SIND SRS QAN ST Q: What are the named entities?
S 5 A: Jane - person, Dresden - location
n QI EIE S012 HHoHE 018 == I: Jane has a baby in Dresden.
o  Sequence Labeling (POS-tagging, NER, etc.) Q: What are the POS tags?
m Q0| EE0A R BN 2SO =T A: NNP VBZ DT NN IN NNP .

I: I think this model is incredible
Q: In French?
A: Je pense que ce modele est incroyable.

X JJHQAZHEZE ZH &= = Ot IF?
o QAZE E = End-To-End Memory Networks E & 2 & Al H L H
= GRU3JH + Gating

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



DyNaMmic MEMORY NETWORKS

Episodic Memory . Answer

Input Text Sequence Question

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



DyNaMmic MEMORY NETWORKS

Answer module

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



DyNaMmic MEMORY NETWORKS

X  Question Encoding
o GRUZ Z=ES A TOEYUECZ ES

o  OHXIZ #E Ot 2 22 hidden representation

Question Module ¢

11

&
.

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



DyNaMmic MEMORY NETWORKS

X  Episodic Memory Module
o e Z& (episode) 2| representation
m  Word-level GRU + Gating

Episodic Memorye_,
Module 0.

9iGRU (¢, hi_1) + (1 — g})hi_,

I -

m  Gating 2 2-layerNN 2| =&

o m: X2 &K 2l representation
s GRU

m' = |GRU(e', m=")

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



DyNaMmic MEMORY NETWORKS

X 22| 22 (episode) 2! 2 Al Word-level GRU Gating

9iGRU (cy, by 1) + (1 —gi)hi_,

i
hr -

Episodic Memorye_,

Module '

TS eZ DY

IH GRU CH &! softmax € M LI 4

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



DyNaMmic MEMORY NETWORKS

X  Answer Module
o  Word-GRU
o 0Ol& ZH0ly, , &2 q,0l& hidden state

Answer module

o initial hidden state: Ot X| 2f m

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



DyNaMmic MEMORY NETWORKS

X  Result
o  bAbl(QA) SST (Sentimental Analysis) WSJ-PTB (POS-Tagging)

L ; e
1: Single Supporting Fact 100 100 Tﬂﬁl\ BIHLH y Fllle-gl‘ ﬂlll(?d hlmlt‘]
2: Two Supporting Facts 100 98.2 _—
: Three Supporting Facts 100 95.2 A A Ty AT, T 14
4: Two Argument Relations 100 100 MV—RNN 829 444 S\' h'ITUUI q I 1:‘
5: Three Argument Relations 98 99.3 N AT, = A
: Yes/No Questions T o0 100 RNTN 854 457 Sogaard 9121
: Counting 85 96.9 g 07 A7
;. ListsiSes o1 96 DONN 868 485 Suzukietal. 9740
9: Simple Negation 100 100 g i e P 07 A/
: Indefinite Knowledge 98 97.5 PVﬁC 87 x 48 7 L‘SIJUU.‘:{{.W aet l-ll. ) 7.4“1
: Basic Coreference 100 99.9 w '  ARTRT S
: Conjunction 100 100 CNN_MC 88 ] 474 S(Nl\ 97\“

: Compound Coreference 100 99.8

4: Time Reasoning 99 100 &4 y 7
5. Basic Deduction 100 100 DRNN 86.0 93 DMN 97.56
asic Induction 100 99.4 _——
ositional Reasoning 65 59.6 CT-LSTM 880 510 Table 3. Test 1 s on WSJ-PTB
ze Reasoning 95 95.3 i ik
¢ Finding 36 345 i
: Agent’s Motivations 100 100 DMN 88.6

Mean Accuracy (%) 93.3 93.6

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



DyNaMmic MEMORY NETWORKS

X % iterationl M = bestJl X S = attention score= JH & X Bt

= HIH 2 El = "is best described" 2t= M| A AIZ2E U L= 21 S T 6ED "lukewarm (0] & X 2 8H)"2| scoredt

(— -l =

=0t&

Figure 5. The entence demonstrate cases where initially posi-
tive words lost their importance after the entire sentence context

became clear either through a contrastive conjunction ("but™) or a

modified action "best desc

“Ask Me Anything: Dynamic Memory Networks for Natural Language Processing” (2015)



NEURAL TURING MACHINE

*Hoz mEUIBH 2L oled= 2= AIJIHE NTM
2:

o REZCOIIAUAIZ & AUSLL 2 D2IE NHHE 2 H 0.
Outputs

Length 20, Repeat 10

el | A
o Copy-Paste (= &)/ Sorting (E €)

LSTM
Length 10, Repeat 20

&S mE2A 2 HEH CopyE 5?7
o JisetE2=E g4 = =0 Al Auto-Encoding T

Targets

Dutputs

8O AFe SAE dlKIAE U OF Bt D
O EXTQI’I‘\G' Memoryjl‘ 2. O D:‘ == %! Figure 8: NTM and LSTM Generalisation for the Repeat Copy Task. NTM generalises

almost perfectly to longer sequences than seen during training. When the number of repe

increased it is able to continue duplicating the input sequence fairly accurately; but it is u e
to predict when the sequence will end, emitting the end marker after the end of every repetition
beyond the eleventh. LSTM struggles with both increased length and number, rapidly diverging
from the input sequence in both cases.

“Neural Turing Machines” (2014)



Check out these awesome visualizations!

NEURAL TURING MACHINE

<- most pictures from here

External Input External Output

NS

Controller

2 N

Read Heads Write Heads

External Memory

“Neural Turing Machines” (2014)


https://distill.pub/2016/augmented-rnns/#neural-turing-machines
http://cpmarkchang.logdown.com/posts/279710-neural-network-neural-turing-machine
https://medium.com/snips-ai/ntm-lasagne-a-library-for-neural-turing-machines-in-lasagne-2cdce6837315
https://www.slideshare.net/KihoSuh/neural-turing-machine-77087607

NEURAL TURING MACHINE

- Read/Write heads use weights to access external memory.
* Weights are determined by the parameters on controller.

- Parameters are learned from large amount of external |/O data.
External Memory
N X M matrix
N locations for
M size vector

vi M

— [Readhead] ————

External Input  External output Z we(i) = 1. 0 < wi) <1,

Controller re +— Z wy(i)M,(i) weighted | N
(NN with parameters i access

for adjusting weights)
— —_—

I\-I,‘ll — ‘i\],,,l{H:l — wy(1)ey
M, (i) «— M, (i) + w,(i) a,

e: to erase vectors
a: to add new vectors

“Neural Turing Machines” (2014)



NEURAL TURING MACHINE

Controller

“Neural Turing Machines” (2014)



NEURAL TURING MACHINE

Controller

“Neural Turing Machines” (2014)



NEURAL TURING MACHINE

ri-1q Wi-1 input output M4

! 1

Controller ©2©¢

t

I
L] JJ

e &
S l \
l

“Neural Turing Machines” (2014)



ADDRESSING

I Wi-1 input output M,
O'I %'}” WT% L= Controller ¢
o HZelel CGlEE=mi
=

|
9

|

|
Wy

“Neural Turing Machines” (2014)



SELECTIVE MEMORY

|

w

|

Interploation

o

!
|
VIt

Addressing

Controller

“Neural Turing Machines” (2014)



CONTENT ADDRESSING

exp (7,, [\' [k,ﬂ. 1\11{1)])
= 2 w; (i) — —m—-—m—o o
5 exp (5K [k M)
W

wi¢ <- softmax(B: K [ ki, Mi()) ])

Conv Shift

I
Wy
Sharpening

Addressing )
|

Wi

“Neural Turing Machines” (2014)



CONTENT ADDRESSING

wi¢ <- softmax(Bt K [ ki, Mi()) ]) Kfuv] = o

cosine similarity

ki (key vector) M: (memory)

3 2 1]

B: (key strength)

oo s

[000 10 0] [[15 .10 .47 .08 .13 .17]  [.16 .16 .16 .16 .16 .16]

“Neural Turing Machines” (2014)



INTERPOLATION (LOCATION ADDRESSING)

|

wi — gew; + (1 — g) Wi

Interploation O=<gh=<1

!
Conv Shift
|

Wy

l ‘

Addressing

“Neural Turing Machines” (2014)



INTERPOLATION (LOCATION ADDRESSING)

wi «— gw; + (1 — g) Wy

wic (content weight) wt.1 (previous final weight)

g: (interpolation weight) / l \

when gi=1: when gi=0.5 when gi=0

(001000] [.45 .05 .50 0 0 O] [9.1.0000]

Right part becomes 0, Left part becomes 0,
and Content only and location only

“Neural Turing Machines” (2014)



CoONVOLUTIONAL SHIFT (LocaTiON ADDRESSING)

l

we

Interploation

l

qu

Conv Shift

Controlle
Sharpenin:
. should be
I Addressing -t -

“Neural Turing Machines” (2014)



CoONVOLUTIONAL SHIFT (LocaTiON ADDRESSING)

w9 (interpolated weight)
N st (shift weight)

N-1

wi(i) — Y wi(j) s:(i - j) 2 =1

§=0

[W|-1g wid W|+1g]

w(i) <- w(i-1)*s(1) + w(i)s(0) + w(i+1)s(-1)

4101 A1 0 1

s=[0 0 1] a=[5 0 5]

[.45 .05 .50 0 O O] [.45 .05 .50 0 0 0] [[45 .05 .50 0 0 0]

A\

[.05 .50 0 O O .45] [0 .45 .05 .50 0 0] (.25 .475 .025 .25 0 .225]

All the numbers give half of

All the numbers shift to left. i [
u I All the numbers shift to right. itself to left and right.

“Neural Turing Machines” (2014)



SHARPENING (LocAaTION ADDRESSING)

wee

Interploation
T L

wi?

!
1
W

t
! Sharpening !
Wi

Addres:
M, Wi-q

“Neural Turing Machines” (2014)



SHARPENING (LocAaTION ADDRESSING)

wi (shifted weight)
yt (sharpening)

Yt >=1

[0 .45 .05 .50 O 0]

Vt=V yi=5 \ \=0

[000 10 0] [0 .37 0 .62 0 0] [16 .16 .16 .16 .16 .16]

because y is much bigger compared because y is smaller than 1,
to 5 and 0, the array is sharpened. here the w; is even more blurred.

“Neural Turing Machines” (2014)



ADDRESSING

Content addressing Interpolation Convoll{ﬁonal shift

K & M (i — gwi + (1 — )Wy i) 4— ¥ u

“Neural Turing Machines” (2014)



WRITING

Wi-1 input output M,
]

Controller 000« J

]

l
M

“Neural Turing Machines” (2014)



MEMORY

Memory Address

Memory Block

“Neural Turing Machines” (2014)



“Neural Turing Machines” (2014)

ERASE

N

0 1 i .0
6.9)0:1)(0)(0)(0)(0) Head Location:w

Jf Erase Vector:e
' 0<e(f) <1,V

m-1

M

Erase Operation: M(i) < (1 — w(i)e)M(7)

1(1-0.9) 2(1-0.1)

M = 1 1

2(1-0.9) 4(1-0.1)



(1) J Add Vector:a

\ \/ 12
\ N \/ \
6 ) \ \ J m-1
J\ J

Memory : M NxM M
Add Operation: M(i) «+ M(i) + w(i)a
01409 18+0.1 1.0

3
M= |(1.0+09 1.0+01 2 ..[{=1]19
0.2 3.6 1 0.2

“Neural Turing Machines” (2014)



READ

1

@@@ Head Location:w

Read Vector:r Y w(i)=1, 0<w(i) < 1,Vi

Memory : M

NxM

Read Operation: r « Z w(i)M(7)

ro 1%0.94+2%0.1 1.1
1¥09+4+1x0.1] = [1.0

2x09+4x0.1 2.2

“Neural Turing Machines” (2014)



NEURAL TURING MACHINE

T [ " 932 2379
t1 t1 0u1put M4
Controller ©o¢

okoa a
li\J

€4 at

!

M,

“Neural Turing Machines” (2014)



NEURAL TURING MACHINE

I tq Wi.1 Output My
Controller

T
TR
|

e ay
SR
\

|

M,

“Neural Turing Machines” (2014)



Copy / AssociATIVE REcCALL

Input

kS M

Output

“Neural Turing Machines” (2014)
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ADVANCED EXTERNAL MEMORY ARCHITECTURES

Differentiable Neural Computer (ONC)
Life-long Memory Module
Context-Sequence Memory Networks



DIFFERENTIABLE NEURAL COMPUTER

d Memory usage
a Controller b Read and write heads and temporal finks

X  Advanced addressing mechanisms -
o  Content Based Addressing 5 EA0 TN |
o  Temporal Addressing S 1 50 AR
m  Maintains notion of sequence in addressing
m  Temporal Link Matrix L (NxN)
o L[ij]
o  degree to location i was written

to after location .

o  Usage Based Addressing -
Read mode

1 C

—)

“Hybrid computing using a neural network with dynamic external memory” (2016)



LIFE-LONG MEMORY MODULE

X  Inspired by Matching Network for One-shot Learning

X  Memorize every given sentences in memory
o Locality Sensitive Hash (LSH)
o Life-long learning

X  Improve Attention Mechanism
o  Not only attend on source words
o  Butalso attend of memory

“Learning To Remember Rare Events” (2017)



CONTEXT SEQUENCE MEMORY NETWORKS

X  Image Captioning
o Hashtag Prediction

X  NoRNN
o Sequentially store all of ) Output
previous generated words =EBEE Atention = =
into memory ] D:D:DD:[EI

] Image feature User context \\uninulml
User context

[I
! E*EE[D
i london #eeeeeats
1

X  User context memory

O TF-IOF =yumyum fruits
. sandwich foodie “4 Jt-1
o TOP N words for glven user (a) Memory setup (b) Prediction step (c) Word output memory update

“Attend to You: Personalized Image Captioning with Context Sequence Memory Networks” (2017)
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ADVANCED DIALOGUE ARCHITECTURE

MILABOT
Dialogue Based Language Learning
Learning End-to-End Goal-Oriented Dialog
Deep RL for Dialogue Generation
Advanced Learning for Neural Dialogue Generation



MILABOT

X  MILA's Amazone Alexa Prize 2017
o  Ensemble of 22 response systems
o  Model Selection policy => Reinforcement Learning

X  Template
OAR Response Response
o Initiator, SfOl'y models selection policy
o  Knowledge based

X HRehic covad s proiy e
o VHRED, Skip-Thought, Dual-Encoder responses i responses

o  Bag-of-Words, TF-IDF

Dialogue history
X Seorch Engme Return priority Return selected
10 MS Macro ASR confidences response response

X Generation
o  Question Generator

“A Deep Reinforcement Learning Chatbot” (2017)



MILABOT

Dialogue

Dialogue

SYSTEM: Hi. This is an Alexa Prize

socialbot.

USER: Hi

SYSTEM: Do you have pets?
USER: Yes, I have two rabbits.

Candidate Responses

USER: Let’s talk about movies.
SYSTEM: What’s your favorite movie?
USER: star wars movie

Candidate Responses

BoWEscapePlan: I don’t have an answer for this.

BoWEscapePlan: I don’t have an answer for
this.

BoWFactGenerator: Did you know that male
rabbits are called bucks, females are does?
GRUQuestionGenerator: How about the
American family of it?

Initiatorbot: Do you believe in love at first
sight?

LSTMClassifierMSMarco: Mar 23, 2017 Two
Parts: Learning What to Feed Your Rabbit
Learning How to ...
DualEncoderRedditNews: bye doggie
DualEncoderRedditPolitics: Who’s edger u
shboys?

Alicebot: Hurrah! Two is a good number
of rabbits.

Elizabot: OK, but can you elaborate a bit?
VHREDRedditMovies: Hmm. Nope, never
heard of it.

VHREDSubtitles: Would you like to see
them?

HelpResponse: I would really like to talk
about news, politics or movies.

“A Deep Reinforcement Learning Chatbot” (2017)

BoWFactGenerator: Here’s an interesting fact. The
international telephone dialing code for Antarctica is 672.
GRUQuestionGenerator: how about your New York City?
Initiatorbot: How was your day?
LSTMClassifierMSMarco: A third Anthology film will
be released in 2020.

DualEncoderRedditNews: Now whisper it to me , one
more time bby.

DualEncoderRedditPolitics: hahaha on mobile this ain’t
even close. I wish I could show you but this looks awful
I’'m sorry man.

Alicebot: What did you like about the robots in that
movie?

Elizabot: How does that make you feel?

Evi: Star Wars movie a movie in the Star Wars series.
VHREDRedditMovies: Oh please. Please. Pleecease. Let
this happen.

VHREDGSubtitles: What?

HelpResponse: I would really like to talk about news,
politics or movies.




DIALOG—BASED LANGUAGE LEARNING

X OPIXME HatE Soll AHE iR At
o X3S0z Yes/Nolt & QK& 22 XI8H A= HE = ol =4t

X  (Reward-based) Imitation Learning, Forward Prediction __(director
" reward-based)

Mary went to the hallway. Mary went to the hallway.
John moved to the bathroom. John moved to the bathroom.

Mary travelled to the kitchen. Mary travelled to the kitchen.

i Controller
' module

Where is Mary? ~ A;
- - If you can predict this, you Much more signal
No, that's incorrect, are most of the way to No, the answer is kitchen. < than just “No or
knowing how to answer 2610 reward.

Whereis Jon? ~ Albathroom |aoneety. Where is John? ~ A:bat | (it et} |
Internal state
Vector (initially: query)

Yes, that's right! Yes, that's right!

Memory vectors ~ Input

“Dialog-based Language Learning” (2016)



END—TO—END GoAL—ORIENTED DIALOG

o OIE DFY/DH £ BCHs HEts
=

(Language Modeling) 72 At 0l

s ahzer ARl S Ol )
m ZFES R A0 L2400

X  Model: End-to-End Memory Networks
o Multi-hop Attention 2 = ‘Al &1 42t 5t
MEOAM ILE M et AP A EH

“Learning End-to-End Goal-Oriented Dialog” (2016)

Hi!
Hello, what can I help you with today?
I'd like to book a table for six people in an expensive price range with British food. Task 1
I'mon it! :
Where should it be? Issuing API calls
In London.
Ok, let me look into some options for you.
api_call (British, London, Six, Expensive)
Actually i would prefer for four.
Sure. Is there anything else to update? Task ‘2
No. Updating API calls

Ok let me look into some options for you.
api_call (British, London, Four, Expensive)
i R

Task 3
Displaying options

What do you ftlns optmn The_Fancy Pub
No, I don't like that.
Sure, let me find an other option for y
What do you think of this option: The_, Place
Let's do it!
Great let me do the reservation.
Can you provide me the address?
Here it is: The_Place_address.
You rock! . . Task 4
Is there anything else I can help you with? s 5 5 i .
Providing extra-information

No thanks.
You're welcome.

Task 5 Conducting full dialogs




DeEep RL FOR DiALOGUE GENERATION

X AtEC 32l A #log-likelihood Z| CH St

® L
o o\
X [:H _(al’ @ % % il-g 6" I"' Tnput Message k ‘\“‘-..‘ Tum 1 L’.QM’Turn "
o UW=E # 6tH rewardE = AH it it
encode decode encode decodw 1 encode decods
m=— S E— — ) -
3 l
X Of® I3 22 Uisk? —1 v ssy th 5
Hovoldare ) it N i
©) Reward y? o/ ©\ )

2

) —

9
flg —— -

r(a, [pi, ¢i]) = A1r1 + Aora + Asrs

o Ease of answering

o Information Flow (12,1 —
. \ 09 2 \
o Semantic Coherence / \ 12 7 gy

\ o were 12

“Deep Reinforcement Learning for Dialogue Generation” (2016)



ADVERSARIAL LEARNING FOR NEURAL DiALOGUE GENERATION

X  Adversarial REINFORCE

X  Rewardfor Every Generation Step Input tell me ... how long have you had this falling sickness ?

X A& QX Al'&6t= Discriminator Vanilla-MLE i’m not a doctor .

Vanilla-Sample well everything you did was totally untrue .
REINFORCE idon "t know how long it 's been .
REGS Monte Carlo A few months, I guess .

Input 501 had the doctors test sammy ’s response to conditioning .
Vanilla-MLE sammy wrote the test sammy wrote the test .
Vanilla-Sample objects pick objects up objects objects objects objects objects
REINFORCE 1'm not sure that 's relevant .

REGS Monte Carlo $0 he took the pills .

Input what are you going to do ?
Vanilla-MLE i’m going to the movies .
Vanilla-Sample get him outta here first !
REINFORCE 1’m going to get you
REGS Monte Carlo i’m going to get you a new car .

Input they fear your power your intellect .

Vanilla-MLE you 're the only one who knows what ’s going on .

Vanilla-Sample when they are conquered and you surrender they will control all of us .
REINFORCE i’m afraid 1 'm not ready yet .

REGS Monte Carlo i’m not afraid of your power .

For number of training iterations do
For i=1,D-steps do
Sample (X,Y) from real data
Sample Y ~ G(-|X)
Update D using (X,Y") as positive examples and

(X, Y) as negative examples.
End

For i=1,G-steps do
Sample (X,Y) from real data
Sample Y ~ G(-|X)
Compute Reward r for (X, Y) using D.
Update G on (X, Y) using reward r
Teacher-Forcing: Update G on (X,Y)
End

“Adversarial Learning for Neural Dialogue Generation” (2017)



4.

WRaAP upl

Dataset / Tokenization / Vectorization
Classification / Sequence Generation
Attention / External Memory
Advanced Deep NLP models



REVIEW

X  Dataset
o  English: SQUAD / bAbl / MS MARCO / Ubuntu / Cornell / xxQA
o Korean: Sejong / Wiki / Namu / Naver movie sentiment
X  Tokenization
o  Whitespace
o Regular expression
o POS-tagger
o Noun/Verb only
X  Vectorization
o N-gram
TF-IOF
CBOW/Skip—-gram
Word2Vec / Glove
Character embedding
Byte-pair encoding
Positional Encoding

©@ © © © © ©



X X

REVIEW

Residual Connection
Weight Initialization
Normalization

(@)

Batch / Layer / Weight

Classification

(@)

O

Naive Bayes / Logistic Regression / Random Forest / SVM
CNN / RNN (Many-to-one)

Ensemble

(@)

StackNet

Sequence Generation

O

(@)
(@)
(@)

RNN Encoder-RNN Decoder

CNN Encoder-RNN Decoder

CNN Encoder-Decoder (ConvS2S)
Self Attention (TransFormer)



REVIEW

X Attention

(@)

© © © 0 ©

@)

Luong / Bahdanau

Global / Local

Scoring method

Pointer (sentinel)

Bidirectional

Multi-hop

Transformer (Attention-is-all-you-need)

X  External Memory
X  Advanced Deep QA

O

© © © ©

Goal-oriented (RL)
Persona-based
Hierarchical Attention
Adversarial
Generative



THANKS!

Any questions?



