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Outline

• Data
• Visualization
• Analysis: NaN, correlation

• Model
• Machine Learning model
• MLP based Mixture Density Network
• Attention Model



Mountain data

• 1000 receivers with 6 transmitters.



City data
There are 100 transmitters and 1500 receivers
RSS, TOA and DOA(3 angles) can be detected. Each receivers have
500 features.
Due to barriers, there are many missing values.
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Mixture Density Network

• The original mixture density model combined several (k) one dimensional
normal distribution together.

• Combine several 2D normal distribution together. So that we can jointly
predict coordinates, and benefit from mixture model.

• Use a multi layer perceptron to generate and train parameters.
• Use EM algorithm to optimize the model

Tricks to avoid gradient vanishing: use log and cutting method to restrict parameters



Mode Finding

• We should find mode ( the maximum ) in mixture distribution by
following methods:



Results for mountain data
Most samples are predicted well,
some have a bigger shift



Hard to predict samples

• Test different hyper-parameters combination and calculate RMSE in
many rounds.
• Each box is one sample being tested many rounds.

• Some samples are always harder to predict in many rounds.



Data imputation

• For missing values in city data, we should do data imputation to fill in.
• It’s hard to fill in data before we learn the relation between position
and feature values.
• Further analyze data and find the most reliable features.



Attention Method

• Borrowed from NLP. Assign different weights to
different features.
• For city data, there are feature missing and
feature redundant problem.
• To decide which feature is reliable to use, we use
an attention model to assign weights to features.
• Use prior experience to restrict some weights.


