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Not So Standard Deviations:
The Podcast

Thanks for purchasing this book!

The content in this book is based on episodes of Not So
Standard Deviations, a podcast that we started in 2015
and continue to publish about every two weeks. On this
podcast, we talk about the craft of data science and
discuss common issues and problems in analyzing data.
We also compare how data science is approached in both
academia and industry contexts and discuss the latest
industry trends.

You can listen to recent episodes on our SoundCloud
page or you can subscribe to it in iTunes or your favorite
podcasting app. We are also available on Stitcher and
through the Google Play Music store.

If you want to support the podcast directly, you can
become a patron at our Patreon page. For S2 per episode,
you can get a really cool Not So Standard Deviations hex
sticker!

If you have any feedback for us about the podcast or the
book, or if you have any questions youd like us to discuss,
you can email us at nssdeviations@gmail.com Or tweet us at
@NSSDevations.

Thanks again for purchasing this book! We hope that you
enjoy it.

Roger Peng and Hilary Parker


https://soundcloud.com/nssd-podcast
https://soundcloud.com/nssd-podcast
https://itunes.apple.com/us/podcast/not-so-standard-deviations/id1040614570
https://play.google.com/music/listen?u=0#/ps/Izfnbx6tlruojkfrvhjfdj3nmna
https://www.patreon.com/NSSDeviations
https://twitter.com/nssdeviations

Life as a Data Scientist

Hilary
So what'’s your story, Roger?
Roger

I'm an associate professor of biostatistics at the Johns
Hopkins Bloomberg School of Public Health. And I have
been here for a very long time. I've been here for 12 years.

Hilary
Wow.
Roger

[ started as a post-doc, then I was an assistant professor,
and now I'm an associate professor. And I'd say the job—
what do I do on a daily basis? Well, one of the issues of
this job is that it changes a lot, right?

What I try to tell students nowadays is that it’s a lot like
starting your own company. And not that that necessarily
helps people because most people don't know what it’s
like to start your own company. But I imagine it’s like
starting your own company in the sense that you are out
there on your own. It’s like starting your own company
but with a salary. So if you actually were going to start
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your own company, you would have nothing, right? Or
maybe some investment or whatever. But there would be
no salary.

Being an academic is like if you were to start a company
and you were paid a salary, so that’s nice. But, of course,
you can't become a zillionaire as you could if you started a
really successful business. So you limit the downside, but
you also limit the upside. To me that’s being an academic,
in a nutshell.

Hilary

But what does your company do? You know what I mean?
I think that’s definitely something—I think Hilary Mason
said something about that, “It's a startup of one” Do
you feel like the types of companies you could start are
broader than they would be in “the real world?”

Roger

I have no idea. Honestly, I think, probably not. I think
there’s different kinds of things. You're able to do things
that people are not willing to pay for directly. So you
don’'t have to worry about commercial viability, but you
do have to worry that someone is going to want to pay for
it, whether it’s the government or a nonprofit or whatever.

There are constraints, obviously. You can't just do what-
ever you want. I think you do start up on your own and it
depends on what field you're in. You have to hustle to get
things going. You've got to make a name for yourself. You
have to develop a reputation. You have to get students. If
you're in basic sciences, you have to build a lab.
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I think in statistics, it’s not as big, so to speak. It's not very
common that you have these 20-person labs in statistics.
But you do have to grow yourself a little bit to the point
where you can have a number of different things going
because you can only do so many things yourself.

Hilary

In this analogy the funders that you're talking about are
grants from the government.

Roger

Right. So, in my line of work—1I do statistical methods for
environmental health problems and these can be popu-
lations at a large scale, population health problems, and
also clinical studies. The organizations that are interested
in paying for this are the National Institutes of Health,
the Environmental Protection Agency, and a couple of
nonprofit types of institutes and organizations. So you
have to work within their broad agenda. NIH has a very
broad agenda, so it’s not very constraining.

EPA is typically more policy oriented, so they're interested
in research that would support that. But there’s, generally
speaking, a lot of flexibility there. When I started, [ got
hooked into a group here at Hopkins that was doing this
stuff already. I had the advantage that there were people
working in this. I wasn't totally on my own. There were
people here to work with me, and I could latch on to
people’s projects from the beginning and have some time
to figure things out until I was running my own grants and
developing more of my own projects.

That's something I sometimes tell people to look for: If
youre going to a new place, if youre looking for a job
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somewhere, are there established groups there that you
can plug into at the beginning, just to get started? It’s
important to not get sucked into a large group and then
you just get lost in there, you know? But it's often good
just to start so they can hit the ground running.

Hilary

It's nice to have people to bounce ideas off of. Although,
I'm also finding that people have different preferences for
that. Some people want to walk in and be the only person
doing something. It's definitely a personal preference to
some degree.

Roger

I would agree with that. It wasn't my personal preference,
but I can see other people want to be doing their own
thing from the get-go. And I think a lot of people see
academia as the opportunity to do what you want on day
one. And I think that’s totally fine, but not everyone is
ready for that on day one.

Hilary
Were you glad that you did a post-doc?
Roger

[ was super glad. I think it was a great for me. I always tell
my students to do a post-doc because I think in statistics,
statistical training tends to be generic in many ways, and
if you're going to focus on a specific area, it's good to have
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extra time to learn the area. And so, I think a post-doc is
really useful just to season yourself a little bit, so to speak.

It's also good to have some time to get out some of
your thesis papers, published papers, without having the
responsibilities of being a faculty member. I'm seeing that
doing a postdoc is a little more common now. Now, when
you go on the job market, if youre a fresh grad student
competing against someone with a two-year post-doc, it's
challenging.

I think a postdoc is a good couple years to have time
where no one’s going to bother you to serve on a commit-
tee or whatever, but at the same time, you get paid better
and you have more authority, or autonomy, I should say,
to do your own thing. I appreciated doing it, and I think it
helped me in the long run.

Hilary

Another thing you just mentioned is these other responsi-
bilities, for example, teaching. How does that fold up into
your startup analogy?

Roger

Well, I imagine if you're going to start your own company,
you wear many hats, right?

The three main jobs you do are research, teaching, and
then miscellaneous. In a lot of places, you won't have to
teach maybe for the first year or something like that, but
eventually it does get folded in. And one of the things
that’s really important that I discovered that no one told
me about is that it’s important to teach the classes to the
first year students.
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Hilary

Why is that important?
Roger

Because if you don’t teach in the first year sequence, then
you may not meet them. For example, if you only teach an
elective, if they choose not to take your elective, you may
never meet some of the students.

If you teach a first year class, then they see you from day
one, or from the first year and they know who you are.
They know what you do. And if they're interested in what
youre doing, they might come and talk to you and say,
“Hey, I want to work with you on whatever.” But I found
out that when I rotated out to another class that I taught
that was mostly second and third year students, I didn’t
really get to meet anyone in the first year, and then by the
time they're in the second and third year they've figured
out what they want to do already.

Hilary
So it’s your recruiting opportunity.
Roger
Yes, in part it's a recruiting opportunity.
It's also different in a public health school because we
don'’t teach undergrads. So the volume of teaching is quite

a bit less. It's made up for in terms of the volume of the
research. We do a lot more grant writing and that kind
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of stuff, but we don't teach the thousand-person class,
or the two thousand-person class, or whatever, that you
might have in a large undergraduate institution.

Hilary

Although at Hopkins there is a 500-person Intro to Biostat
class, essentially a full year that all the public health stu-
dents take. All the masters’ of public health and masters’
of health science students, I think.

Roger

But even still, it's not as many as you might teach at a
large state school or something like that. Also, graduate
students just have a different mentality than undergrads
do. It's much more professional. They have a better sense
of what they want, so it’s just a very different type of
environment.

Hilary

Yeah, that’s funny.

I feel the need to explain that the reason I know what
classes are at Hopkins is that I went to Hopkins. So you
were a professor when I was a grad student. [ worked with
Jeff Leek on genomic stuff, and then got interested in tech
towards the end of grad school. I was also really interested
in teaching, and still am. I really like teaching.

I ended up applying for tech data jobs and went to Etsy as
a data analyst. [ would describe the work there as, from
the stat perspective, it's very much like being an internal
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consultant. So I specifically am a product analyst. These
were all words I had no idea of when I was going into it.
All the different roles that a data scientist could take.

There’s different teams at Etsy that work on different
things like the search experience, or the checkout flow,
or the listing page. I'll consult with those teams and do
any sort of analysis that they feel they need in order
to make product decisions. That can be something like
A/B testing. It can be opportunity sizing, figuring out
how many people are using a certain feature, figuring out
the behavior of people using certain features, things like
that. Theses are things that, I think, are pretty common,
especially at a startup. A data analyst is obviously, for any
company that wants to be data driven, it’s a critical per-
son. It’s the person who can actually parse and explain the
data and tease apart causality and think about problems
critically.

It was actually a surprise for me when I got to tech to see
how similar it was to my biostat training because product
development is very similar to drug development and
drug development is something that in a biostat program
you learn about, like phase I clinical trials, phase II, etc.
It's pretty similar, this idea of building up to a big launch
of something and justifying it with various levels of data.

Roger
I actually think that— My personal feeling is that actually
a Ph.D. in biostatistics, specifically, is one of the best
degrees that you can get today.

Hilary

[ agree. That’s not just Stockholm syndrome.
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Roger

Even better than a Ph.D. in statistics, and the reason I
say this is because biostatistics has traditionally, and I
think still is, more applied, and it has these traditional
connections to pharmaceutical companies and things like
that. But I think it offers you this amazing flexibility.

One of the things I-and I don’t even know if this is true—
but I tell people this anyway. I feel like if you work in
industry—at a company, and especially a smaller type of
company like Etsy, as opposed to an enormous company
like Microsoft—I feel like there’s more of a sense that
everyone’s on the same team and youre working for,
broadly speaking, the same purpose. Is that true or false?
Am [ just making that up?

Hilary

That's definitely true. In the startup analogy, it's not a
startup of one when you're at a startup that has more than
one person. There is a sense of working together on stuff.
That’s not to say that there’s not disagreements internally.
Obviously, any workplace is going to have differing per-
spectives and people coming in and wanting to do things
slightly differently.

I think in academia because every professor is a startup
of one, people defend their ideas a lot because there’s a
lot at stake for that idea. If you have this idea and you're
building your entire research career around it, youre not
going to be very flexible on that. Whereas, I think within
a startup, it's the idea of the startup, and so you have to
choose carefully what kind of statistical hills to die on,
if you will, because you can't stop progress. It’s a really
different attitude and people work together.
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[ found it alot easier to get help—there’s a whole ops team,
and they do all the infrastructure like maintaining the
servers and things. If I needed help with commands, [ have
awhole team of experts who I can go to. And they're happy
to help. There’s definitely a spirit of camaraderie. Not that
academia doesn’t have that, but there’s less incentive.

Roger

I think one thing that’s a big misconception with academia
is that because you all work for the university, that youre
all employees. And yes, you are employees, but it’s like
if you all worked at an incubator or a co-working space.
There might be many different companies in that space.
And yes, you'e all in the same building, but you don't all
work together. You all have an independent mission.

You will work together if it serves the two purposes. But
there isn't a natural inclination to work together because
everyone’s trying to develop their own program and build
their own thing. It's not like everyone hates each other.
Some universities have these reputations for being com-
petitive and nasty. And I don’t sense that. It's not like that.

But there’s not the feeling like we're all on the same
team, we'e all striving to achieve the same goal. We're
not shipping the same product or something like that.
The last time I worked outside academia was a long time
ago, but I did feel like in those jobs that I've had, that
especially if you're all working on the same product, there
is a camaraderie there. Let’s all just do it together, because
we want to do something that’s really good in the end. And
I don’t get that quite as often in academia because I think
there’s—although you do collaborate, it’s like yes, you're
collaborating, but you're also doing your own thing.
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Hilary

When you were talking about that, I was thinking about
how it's amazing at Hopkins that there was a shared com-
puting cluster. And there were professors who worked on
that full time. That’s even unusual and camaraderie like
in a way that other-I feel like that’s an unusual shared
resource. I feel like I've known professors who would have
their own cluster. They would have a stack of computers
in their office. That’s a lot of work to do alone.

Roger

Exactly. I think when we did that, it was novel at the time.
I think that model is more common now. But it was new
at the time.

Hilary

That was extremely helpful as a grad student to just be
able to walk in and be, “Okay, I can submit jobs to this
cluster and there were shared resources, and I could ask
other students and all those things” When you go to a tech
company, especially a more established one, your first
week you might be just rotating with engineers learning
the basic infrastructure and how to push code and how to
file tickets. It's much more like everyone’s doing the same
thing.

Another thing I was thinking too was that in academia,
a big issue is getting scooped, when I need to publish
this paper and someone else published something similar.
Whereas in industry, tying your ego to a project is seen as
a bad thing. The priority is getting the project done, and
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if someone else can get it done faster and theyre more
specialized in it, then you should be happy. It’s like this
balance of personal development versus getting some-
thing done for the company. That was a really different
attitude as well. That was a mental shift—you can't be
possessive over ideas that are shared.

Roger

One question I have for you is, who or what drives the
kinds of problems that you end of working on?

Hilary

Yeah, that’s a good question. It's driven by the questions
that arise. At Etsy, and this will be common for tech
companies, besides our data analysis team, there’s also
a data science team, and that’'s our machine learning
team. They're people who develop products for using data
that go on the website, versus I'm analyzing products
that other people are building. In the past, I've analyzed
machine learning products.

In terms of the stuff that’s being developed or the ques-
tions that I'm answering, sometimes, they’ll think of things
when they're doing user research with people using the
Etsy app. It's usually like one team is working towards
some large goal, so questions arise along the way about
how to develop that and what the best things to go after
are. And then sometimes we also drive—we'll take time to
do independent research projects on various user data
to understand what are some big overarching questions
that were interested in. What are, maybe, some things
that we've been neglecting that we shouldn’'t be? The
questions come from all over.
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You want to be helpful to the teams you work with, so
sometimes that means doing something that you don’t
think is the most interesting question, but it'll help make
a decision. You have to be very motivated by helping
with decision making in a role like this. Similarly, for the
machine learning team, they have to be motivated by
building successful products, which may or may not be
using the most cutting edge machine learning techniques.
It's an area of research, and there’s always improvements,
and there’s deep learning and all these things. But at the
end of the day, you have to care about how it’s performing
and if it's serving the needs of people.

Roger

There’s an analogy to that for what I do. When you col-
laborate with people who are in the various sciences, they
have a problem they need to solve. And it may not require
you to develop a brand new method that—and publish a
JASA paper and do this whole thing. They may need the
quick and dirty thing, and the quick and dirty thing may
solve 80% of their problems, which is all they need. So you
have to balance—but that exhibits the tension between
building your own career and helping out your collab-
orator, I think, because writing that brand new method
that you take a year to develop, that helps you out, but it
doesn’t help them out, necessarily.

Part of the job, I think, is to just figure out how to balance
it. And sometimes you can make lemonade in the sense
that you can do the quick thing and get a nice paper out of
that, and then leverage that into a methods type of paper.
And if you're good at this, which I'm not necessarily, but if
you're good at this, you get two papers out it. So it sounds
very similar actually.
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Hilary

Yeah, it’s basically the same. I do think, though, I think
that speaks to—it’s just being an applied statistician in a
different context.

That's why sometimes the whole “data scientist is a help-
ful applied statistician”; that attitude can make me cranky
because I'm, “Oh, I actually learned to be a good applied
statistician from a biostat department.”” It is possible to
teach these things. It's an interesting time where people
have strong opinions about where statisticians have let
them down. At the same time, we haven't necessarily—we
talked about this in our first podcast where we haven't
necessarily done a good job of training.

I specifically worked in genomics, and I took some ge-
nomics classes. I took classes on DNA structure and stuff
like that. But if you view data science as applied statistics
within tech, we don’t do any of that training that we think
is necessary for applied fields.

It's extremely hard for anyone to teach because you need
to have this whole ops team maintaining this Hadoop
cluster. We have a whole team that maintains our Hadoop
cluster that we use, and so in order to teach a good
applied class, you would have to have a cluster. That’s
getting easier with Amazon web services and stuff, but
it still requires people to know about it. And professors
are coming from academia and might not have access to
these things so it's much harder to teach. And so I think
that’s where this gulf comes in.

Roger

In terms of what we're able to teach, I think a lot of times
we think there are certain things you probably should
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learn at a job or at a company because if things are chang-
ing very quickly or technology is evolving faster, then it
might be better to just go wherever you're going and learn
specifically what they're doing there. Because if we were
to teach it here, it would be more generic and it may not
be exactly what you're going to do wherever you're going,
and then you just have to learn it there anyway. So I think
it's hard for us to teach certain topics that are moving
quickly, because we always have this desire to abstract a
little bit and generalize in terms of what we teach.

Hilary

You need to be able to pick up skills at a job. I don’t know
if we always instill people as well as we should with that.
[ say that because I feel like I've run into a few stat grad
students who have some rigidity when it comes to what
tools they're using, and like, “Oh. Well, I don’'t do this”
If we want to train people to go into this field, we need
to explicitly say that more. You're going to need to learn
different languages, and you're going to have to learn a
lot more tech stack stuff. And, unfortunately, I feel like
stat students have to get interested in that now in grad
school, because even for the type of research projects
you do within academia, you have to learn how to code
somewhat production wise.

Roger

One of the things [ was trying to get at with you is that one
of the ways that we sell academia, and probably not that
successfully, is that you get to choose the problems you
work on and there’s no one telling you specifically what
to do. But it sounded like you have a lot of problems that
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are coming in and that ultimately you're going have to—
I guess you guys prioritize what you end up working on,
right?

Hilary

It's definitely a balance of prioritizing the needs of teams
versus what we're interested in, but yeah, that’s definitely
true. And I feel like right now I'm dipping my toes into a
research project that I'm really interested in. So yeah, I
think that there’s—you are limited to the data types.

Working at an e-commerce company, I'm always going to
be working with data from the website, right? But I feel
like you probably feel like you're tied in to working with
environmental data because that's what you've been doing
for so long. I don't feel especially limited.

Roger

That's good. It’s interesting to hear because I think the
fact of the matter is in academia, it's not like one day
youre working on astronomy and the next day youre
working on genomics or something. It doesn’t work that
way. I've been working on the same basic type of data for
the last ten years. So, in principle, you do have a lot of
flexibility in academia, but in reality, if you want to be
known for something and you want to have a track record
in a certain area, you have to be working on it for quite a
while. Practically speaking, you will end up working with
very similar data for a decent part of your career, at least
until you switch into doing something else.

Hilary
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Another thing is that the problems that I work on do gen-
eralize to other tech companies. So there’s that academic
feel to it too, where it’s, “Oh, okay. I can see what people at
Facebook are doing or people at other places that evaluate
products similarly to how I do” So that idea of having
an outlet for generalizing results is definitely there too,
which is nice.

I really like that aspect of the problem, thinking through
like, “Oh, this is how I solved it, and how can you gen-
eralize that, or how can you make it easier to apply this
method in the future?” Write a little R package internally
or something. There’s that feeling. So I have not found it
to be that different, except for the physical environment,
like the co-workers and things.

Roger

One question I had for you is whether you miss teaching
at all?

Hilary

Well, that’s a good question, because I definitely do. But
this weekend, for example, we were talking about it ear-
lier, I taught a class with Mark Hansen, who leads the
Brown Institute at Columbia. He reached out to me be-
cause he wanted to teach coding and R, and do a work-
shop on machine learning—computational journalism, es-
sentially. And so that was actually really fun.

That was a one-day thing where I went in with David
Robinson, my academic uncle (even though he’s younger
than me), and the two of us went in and it was really cool
because we got these journalists who had never coded
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before to use ggplot and they got pretty far. We were
looking at UN data and they were able to do comparison
plots of different countries, of the percent that theyre
voting yes over time.

So there are outlets. You can also obviously teach your
co-workers. There’s a way to scratch that itch without
teaching full time. But it's obviously not the same as
building a career around teaching. I don't know in the
future what balance I'll have for me. I like teaching. I want
to keep doing things like this. But I don't feel like you have
to necessarily sacrifice it.

Roger

One of the things that I've been talking about with a
couple of people around here recently, and I don’t know
if this is true where you work, so I'll be curious to hear.
But one of the things that, especially in a medical insti-
tution, there’s a lot of forces driving you as you go on in
your career to grow in many different ways. And I think
personally, I like working with other people, but I don’t
like working with a lot of other people. But there’s a lot of
forces driving you to do exactly that.

If you want to be a leader in some way, then you have to
run a big program or you have to be an administrator, or
you have to have a big research center. Ultimately, you're
working with a lot of people. And you have to fight against
that. If you just want to be doing research with a small
group and just writing papers and doing things, you have
to fight against that in a way. What's the path in terms
of, for you? I guess at some point you end up being in
management or something like that, right?

Hilary
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Well, so tech companies usually have two tracks of pro-
motion. This is pretty common where there’s something
called the IC, which would be an individual contributor.
And then there’s a management track. You can get pro-
moted within a company while maintaining this IC status.
Or you can hop over from one to the other. You can hop
and try being a manager.

Some people will hop back and be like, “I don't want to
be a manager.” But in that way, it’s actually nice because I
think there’s a lot more—I think, realistically, you can’t run
a company if you don’t manage, right? So IC has its limits
and then management also has its limits. In some ways,
this IC track isn't really available to academics, which
is really ironic since academia is supposed to be where
you go to think. But every professor is managing their
own little company and managing students, and also not
trained in any of these things of course.

It's definitely interesting where this idea that you want,
especially the IC track, especially with engineering, there’s
this acknowledgment that there’s people who really don’t
ever want to manage and they just want to work on their
projects. There can be technical leadership without actu-
ally managing. You can become an engineering manager,
or you can become a tech lead on a project.

So youre meeting to guide the project, but then the
people that youre meeting with also have an engineering
manager who’s making sure that theyre happy and ful-
filled and all these things. There’s a lot more infrastruc-
ture in place for these different roles, I think. There’s not
anything wrong with wanting to be a manager or wanting
to be an IC.

Roger
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There’s not a stigma against not being a manager type
of person in academia. I just think that, because there’s
plenty of examples of people who just did killer research
for 20 years, or whatever. But I do think that you have to
consciously do that.

[ think because there’s a lot of forces that are driving you
towards the administrative, the manager type of role. And
it can happen to you without you even noticing it in a way.
There’s a lot of incentive to be like, “Oh, you should have
lots of students and you should have lots of post-docs.”
And it all sounds good, but then at some point you have
four post-docs and three students, and you're like, “Wait
a minute. I'm not doing any research”

It can happen to you without you noticing. It's not nec-
essarily that there’s one direction that everyone prefers
or that the community prefers, rather it just pushes you
in that way, and if you don’t want to do that, it’s fine. But
you have to be cautious of it.

Hilary

What I was thinking when you were talking about that
is that if you were an IC, you'll always have a manager.
You'll always have someone whose job is to help take care
of things and keep you relatively protected from internal
politics or whatever so that you can just work. That's what
an IC professor lacks, and then, I think that’s frustrating.

Having a great manager is such a pleasure because then
you can just think about the things you want to and they
help maximize your ability to do the things you want,
and that’s their full-time job is to do that and keep you
happy. So it’s nice. It's definitely a difference. But to be
a successful IC professor, you would have to learn to do
that yourself.
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Roger

I think also, it’s different in a more traditional arts and
science type of campus. But at a medical institution, like
public health, or medicine, or something like that, I think
it's generally more hectic, and because it needs a lot of
grant writing, there’s a lot of going from project to project.
It’s just a little busier, I think. It’s harder to just keep your
head down in some ways and just work.

Hilary

No, that makes total sense, yeah. And again, it’s inherently
a very collaborative field.

I know it’s running long, but I was going to say when you
were talking about your career, where does the Coursera
conglomerate fold in? Your choice to teach these classes
and generally be engaged in the community that way, how
does that fold in with your academic career?

Roger

We'll find out. It’'s weird because it all happened so fast.
I think the university is still trying to figure out what
is the role of all this and how does it play out in terms
of the faculties’ duties and things like that. In the last, I
guess, two or three years that we've been doing this, it’s
all just been on top of all my other stuff. So I haven't really
given anything up in terms of my responsibilities to do the
Coursera stuff. It was tough at first when we were figuring
out how to do it because we didn't know what we were
doing. It was taking a lot of time to build these courses
and record all these videos and things like that.
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It was painful in the beginning. On the one hand it was
exciting because it was really new and no one knew what
was going to happen. But on the other hand, it was tough
because it was new and no one knew what to make of it.
No one at the university knew what to make of it. So it was
hard to classify in terms of this is part of your job or it’s
not. I think ultimately, I don’t think it's going to go away.

[ think universities, in general, will come around to fig-
uring out how to fit this into the possible duties of a
professor, I think. And I think the success that we've had
here has made it easier to see that, okay, you can play a
role in your portfolio of things that you do. But even still,
though—

Hilary

What does success mean? What does it mean for it to be
successful?

Roger

That’s an excellent question. Well, it's tough to answer
because there’s—so the people who take those courses,
they're not official students. The connection to the uni-
versity is weaker, to a certain extent. The university is
still trying to figure that out in terms of what the goal
is, what the vision is, and things like that. I think in some
ways we got out ahead of the university just in terms of
doing all these courses and it becoming very popular. So
now we're trying to figure out, okay, what'’s the long-term
strategy here? It's happening right now, even still, I think.
So I don't have any—there’s not a complete answer yet,
unfortunately.
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Hilary

But it sounds like part of it is people liking it and being
popular is, obviously, that's what you want.

Roger

Well, different schools have taken different approaches.
There are a number of schools who have used it basically
as marketing, basically as lead generation. So they want
students to enroll in their in-person courses or in their
official online courses, so they'll put up half a course on
Coursera, just to tease it, and then say if you really want
to get the full experience, come to our university.

Then there’s other universities who've basically just taken
a class that they teach in person and just dump it on-
line, basically unmodified. They're like 12 weeks long, or
whatever. It's crazy. And that’s it. It’s just a platform for
them to put their content online. I think in some ways
our program was unique because it wasn’'t a program that
we taught in person. It was a brand new program, but it
wasn't designed to get people to come to Hopkins.

We actually conceived it as a full program, the Data Sci-
ence Program. So that was unique at the time, I think.
Now, more people are doing it I think. But it was weird for
us to do that because then people would say, “Oh, do you
teach this at Hopkins?” And we're like, “Well, not really”
We don’t have an in-person equivalent.

Hilary

It's funny because there’s courses on Coursera that I think,
“Oh, I wish I'd had that in grad school. That would have
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been helpful to have before coming here” Especially the
reproducibility stuff. That was something I picked up on
my own, essentially, and with the help of professors and
things. But having a class in it would have been cool.

Roger

A lot of the stuff that we built for the program filtered
back in. So we teach it in person now. The whole thing’s
been very quickly moving, a bit of a moving target at the
university level. And so it’s a little bit challenging, but it’s
mostly been interesting for us.

Hilary

Yeah, it seems like it’'s a successful endeavor, even if
success isn't defined.

Roger

Even if we don’t know what that means, it feels successful
right?
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Power and Sample Size Calculations
Roger

[ want to talk about analyses that seem easy, but end up
being hard. This comes up often for me, but one of the
things I want to talk about was the power and sample
size calculation, which is the bread and butter of the
biostatistician.

Hilary

And also, web company—the ones that are doing things
right.

Roger

I'm interested to hear what you have to say about this. In
my job, the way it works often is collaborators come to me,
and they're designing a study. It might be a clinical trial,
it might be an observational study, and they just want the
sample size calculation (i.e. how many people they need to
enroll in the study). Good collaborators give you a couple
weeks’ notice, and bad collaborators give you a couple
of hours’ notice. Often there’s some grant deadline that’s
pending and they need to write this for a grant.

Very often, the presentation of the problem comes off
as, “I know this is really easy. Can you just do this really

26
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quickly and just give me a number?” Often, the sample size
is just determined by the budget so that’s fixed, and then
they want to know what the power is going to be or the
estimated effect size is going to be. So there’s three things,
“What’s the power? What'’s the effect size that we can
detect? And then what’s the sample size?” Actually, I least
often calculate the sample size. More often, [ calculate the
effect size.

Hilary
That’s the right way to go.
Roger

As Karl Broman once famously said, “The sample size is
equal to the cost per sample divided into the budget.”

Hilary

Yes, when somebody comes to you for a sample size cal-
culation you say, “Well, how much money do you have?”

Roger

On one end, you might say, “Sample size is a function of
the budget.” But another way to say it is, “Sample size can
help you determine whether the question you're talking
about is reasonable or totally infeasible.

If the sample size is 100, then it may be feasible, but if it’s
1,000, then it’s not, at least in my context.

Hilary


http://kbroman.org
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That’s my biggest qualm with...I know from having worked
in stats, this happens all the time where someone comes
to you too late, they've already designed their experiment
and haven't decided what they are going to do, and then
they ask for a sample size calculation at the end, and you
have to say, “Great, you can run this experiment for 87
years. You'll see the effect size that you're interested in”
And they're coming so late that you feel like a wet blanket.

Roger

It's always horrible to deliver that kind of news because
the question that you focused on for weeks is totally
infeasible.

I feel like the less-prepared collaborators come to you and
say, “Everything’s done. We just need you to stamp this
number and say that you approve.” The better collabora-
tors, rather than saying, “Hey, I need a number, or, “I need
a power calculation,” or, “I need an effect size,” they say,
“We need to have a conversation about the science and
we need to know what's feasible and what'’s not.” At a high
level, you need to know in terms of order-of-magnitude-
type of questions, in terms of feasible or not feasible. Then
when you know what'’s feasible, you can figure out, “How
can we optimize so that we ask a question or we look at
the effect that we can get the most juice of in terms of the
budget and how much we can afford to do.” Do you have
the same experience?

Hilary

I think one thing that’s sort of interesting is that, because
experiments are such an ideal, I feel like we lose sight of



Analyses that Seem Easy 29

the fact that they are the gold standard, (and the best thing
you can do if you want to find causation) and that there
are alternatives out there. So if something’s infeasible, it
doesn't mean you can't do any science whatsoever. You
can still do analysis. There are statistical methods to deal
with imperfect setups. I've found that conversation is hard
to train people to have. They'll either come to you and say,
“We want this number, and if this number doesn’t work,
then let’s throw the whole thing out.”

I feel like the conversation that I wish I had more that
[ don't is, in many companies, you can train engineers
and product managers to understand that experiments
are important and sample size is an important aspect of
doing the right type of experiment. But if the sample size
calculation comes out and it’s a very low-traffic page or
something, and you get to this situation where you can’t
get something perfect, there are still so many options
in-between doing nothing and doing an A/B test or an
experiment.

I find it hard to get people to have that conversation at
the right moment in time. I think it’s sort of the flip side of
teaching people to do the perfect thing is that there’s sort
of less area for gray or in-between, and that’'s somewhere
where, I think, in academic science or statistics is maybe
more of an understanding of that.

Roger

I have to think back on that. One thing I've found—and
maybe academia is a little unusual in this way because it’s
supposed to be doing things that are kind of “different”—
but I've never had a totally routine power calculation. I
feel like every time someone’s needed one or I work with
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someone, there’s always been a couple of things that make
this problem unique, you know?

Hilary

I think that is this difference I was talking about. In a
tech company, if youre changing something on a website
and then you decide to change something else a week
later, you can follow the exact same procedure. In a tech
company, it's easier to make things standardized, which
is why I think experiments have sort of flourished in that
environment.

Roger
It’s easier to control things.
Hilary

It's so much easier. And then traffic is “cheap’, or it’s easier
to get sample size. Samples are very cheap to acquire,
usually. It's one of the things where it’s, “Why not just
throw the gold standard at it. It's relatively straightfor-
ward and cheap to get. Experiments are cheap.” Whereas
in medicine or in academia, in most academic applica-
tions, samples are much more expensive to acquire and
so there’s all these methods to take account for that.
[ kept running into this problem where if you can’'t do
the perfect thing, people don't understand that there are
statistical methods for the imperfect approach.

There’s a lot of work being done on causal inference, for
example, people at Facebook are looking at that prob-
lem right now. That's something where that is almost a
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niche thing in tech companies and the standard is these
perfectly-implemented experiments. It's sort of the flip
problem from your research in environmental health—you
can’t run an experiment on temperatures.

Roger
No, it'’s definitely not the norm.
Hilary

You run into a different set of problems when you try to
apply experiments at scale. It's been interesting to see the
flip side, and it’s all driven by this cost of samples.

Roger

Now that I think about what youre saying, it's seems
a little weird that in academia, I feel like all the time,
people are scrapping whatever data they can find because
running an experiment on people is just so expensive.
So they just kind of gather whatever data they can get,
and then you run into all these problems in terms of
the analysis and drawing causal conclusions, whereas you
guys have all the data coming in from wherever. Youre
more conditioned to do the controlled experiment in a
non-academic environment.

Hilary

That is true. So conditioned to do that that there’s not
necessarily an understanding that this is this gold stan-
dard, perfect way of analyzing causal inference and that
there are other options available. That’s been super inter-
esting for me.
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Roger

It’s just a function of money, obviously, but I would have
thought that the thinking would have been the other way
around.

Hilary

It runs into its own set of problems because there’s sort
of an all-or-nothing attitude. You either just look at traffic
and understand things, or you can do an experiment and
understand whether or not it was causal. But then doing
something in-between, like propensity score matching or
something like that, isn't an option. I feel like when you
look at web experiment or web analysis, it's one pole or
the other and there’s not as much in-between except from
these large tech companies.

Roger

[ actually kind of have a nerve-wracking power calcula-
tion.

Hilary
Do tell.
Roger

I was on one of these multi-center clinical trials and they
had an interim analysis. Normally in a clinical trial, you're
not allowed to look at the data, or at least the outcome
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data, until it's over because otherwise, that might bias
your implementation of the study. This is a five-year study
and in year three or so, there’s an interim analysis planned
where we would look at the data half way through and
determine whether or not the experiment was having an
effect. Usually, the idea is that if it's having this dramatic
effect, then you would stop the study because then the
control group is not getting the treatment, and it's not
really ethical.

One of the issues that also can come up is if there’s
no effect, then you have to determine whether or not
continuing the study will allow you to observe an effect.
It's conditional power for futility. If you think there’s going
to be no effect, will gathering more data allow you to see
the effect? If gathering the other half of the sample won’t
allow you to see it, then you can draw this kind of idea
that it's futile. Anyways, I feel like I've never had so much
riding on one calculation, you know?

Hilary
Yeah.
Roger

It's not like they make the decision based on that one thing
that I say, because there’s other data that they look at, too.
But it was kind of interesting to go through that process
for the first time.

Hilary

Were you dusting off the derivation of the different...
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Roger

[ was like...yeah, “I really better get this calculation right
this time, unlike all those other times.”

Hilary

[ find power calculations deceptively hard because no one
ever talks about what it's powered to, like you're detecting
an X% change in the effect. There’s that concept of the
difference that youre powered to observe 80% of the
time. I find that part of the reason why it's deceptively
hard because the moment you start actually digging into
it, if you're discussing it with someone, there’s all these
things that they weren't expecting to even come up, like
judgment calls you made about the false positive and false
negative rate.

Roger

In my experience, it's very difficult for people to say in
most cases what a practical effect size is.

Hilary

That’s a very common question that comes up at Etsy,
“What effect size should we be seeing? And everyone
comes to the statistician thinking, “This is a statistics
question.” It's not.

Another one that comes up alot is what correlation means
“something”, and I'm like, “Trust me, if you're in physics,
correlation of 0.8 would be terrible, but if you're in social
science, that would be amazing.”
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Roger

I've found that people will usually have some upper or
lower bound. If I just say something ridiculous like, “What
about a 90% change,” theyll be like, “Oh, no, no, that’s
too big” I usually try to bracket the interval somewhat,
and then if I can get it within the reasonable amount,
I'll just take some middle value, and theyll be okay. I
know it’s hard because for a lot of health-type questions
or biological questions, you just don’t know. The human
body is just too complicated. So you don’t really know
what a meaningful change is going to be. And so you just
have to take a stab at it. In that case, as a statistician, I'll
just make up the number. That's why the effect size is
always the easiest thing to calculate because no one ever
knows what it is.

Hilary

Especially if someone’s saying, “We have X dollars to
spend.” Realistically, we could never have more than 100
people in this study. Then that makes it easy. I will do that
here, too. I will say, “Okay, there are certain constraints
on the type of experiment we run. I'm going to present
you with the maximum detectable effect size that you're
going to see. So manage your expectations accordingly.”

A/B Testing
Roger

The other thing that I thought sounded like it was straight-
forward to do, but probably actually hard, is A/B testing
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or what we call clinical trials. I think people understand
that clinical trials are hard because you've got to enroll
people or whatnot. But A/B testing in a tech company, it
seems like it would be easy. You've got data coming in all
over the place. Youre testing two things. What could be
so hard about that?

Hilary

I think there’s a sort of attitude that it’s very easy. A lot
of data scientists will have this attitude that it’s not that
interesting of a problem. I think it's super interesting. I
also come from biostat so that makes sense. But it seems
like it's very simple, “Oh, just count on one side versus the
other and then you're done.” I think the complexity comes
from the data-generating process.

There’s all sorts of judgment calls you make, like what
constitutes traffic, a visit. If you have visits, and if you
have multiple people visiting multiple times within one
experiment, if they’re always in the same variant, then you
have correlation within the visits, right? There’s things
like that that. The web traffic gets so oversimplified before
you even see it that the A /B tests always get results. You'll
be able to do a simple calculation like a proportions test,
but then you won't be able to explain strange patterns in
the results. When you start digging, it becomes a horror
show.

Roger

When you were talking about that just now, I already
started to sweat.

Hilary
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The number of times I've said this personally, that the i.i.d.
(independent, identically distributed data) assumption for
proportions tests is almost always violated, either the in-
dependence, or the identically distributed part. It's almost
always violated when you're doing A/B testing. Then it’s a
question of scaling—how much the broken assumptions
are affecting it. T-tests can be robust, but it is not as
simple as it sounds.

You have to choose when someone shows up what variant
to show it. So you have to do that via a pseudo-random
process. Even that, I'm sure you're kind of immediately
thinking, “That is not perfect,” right? So even the way that
you're bucketing people isn’'t perfect, and then those get
rolled up into visits, which is an imperfect kind of arbitrary
thing. The way visits are defined by Google, that I think a
lot of companies use, is it has to be some action on the
site. So some event is generated, and the time between
the events is less than 30 minutes. So once two events
happen that are more than 30 minutes apart, those are 2
separate visits. So it could be someone who got up and
had lunch and sat back down and was on the website. It’s
a very imperfect.

Roger

And 30 minutes, you just made that up, right?
Hilary

Google made it up at some point
Roger

And that’s like a 0.05. It's never going to change, right?
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Hilary

Exactly. Google is the Fisher because they're the ones that
just made this arbitrary decision that has affected the field
tremendously. Because the reason why companies will
use that definition is because most companies will have
started with some version of Google Analytics on their
site, and then they're like, “Well, we want it to be apples
to apples with this old system so let’s just continue to use
the same definition, and that makes thing simpler”

Roger

It seems like every company probably starts with Google
Analytics, right?

Hilary

Google makes it very easy so a lot of people use it. I had
Google Analytics on my academic site, actually, might still.
I haven't looked at it in like a really long time. But they
make it so easy—just paste in code, and you get it.

Roger

I know. It’s a little too easy. And also, a lot of service
providers now, it’s all integrated. So you just type in your
ID and it just goes.

Hilary
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When I'm talking about this problem, I always say, “Have
we given people just enough rope to hang themselves
with” If you are giving people these very simple, digestible
statistical testing, and they don’t have any idea or they've
never been educated about all of these caveats that are
going to make this testing so simple, that makes it really
hard to untangle when things start to look weird, which
invariably will happen when you have these weird, com-
plex data structures that might end up breaking.

[ think it’s a really cool field. I'm definitely focusing more
and more on experiments, and I think it's a fun place
to be a statistician because youre thinking about the
same problem in a different way with a different set of
constraints. But the most frustrating part is that there’s
this attitude, “Oh, it’s just A/B testing. That’s easy”

Roger

So one thing...I will just reveal my total ignorance of this
area, but I'm going to say it anyway. One thing that you
said that kind of like a light bulb went off is when you said
when the people come into the site and you have to assign
them to a group. And let’s say for the sake of argument,
there’s two groups, right? And I always just figure, “Well,
there’s some random number generation process going
on in the background and you flip a coin and you get heads
or tails” But you said, I guess, you hash something that’s
unique to their visit and then...

Hilary
It becomes deterministic for the visit.

Roger
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It's always deterministic, ultimately, but I guess it oc-
curred to me that you have all these instances and be-
cause you have so many people coming at the same time,
right? I guess it would be hard to synchronize a random
number generator across all these instances, right? [ was
thinking, “Why do you hash something? Why didn’t you
just have some coin-flipping in the background?”

Hilary
Yeah, that’s the issue.
Roger

I'm sure it's more efficient, too, to take some piece of data
from the user and turn it into their assignment.

Hilary

Yeah. I mean, the thing that I have learned from working
at atech company is that whatever a statistician would do,
some data engineer has done something much more ef-
ficient but much more complicated-sounding to simulate
what the statistician says.

Roger

I imagine, in many cases, that’s a function just like the
realities of the load and whatever. I think what Christo-
pher Volinsky said that when he came to AT&T, I think
Daryl Pregibon told him basically, “Everything that you've
learned, forget about it” It’s a version of that.



Evidence-based Data
Analysis and Automation

Roger

I recently had this epiphany and tell me if you agree. As a
statistician, I teach alot of classes and things, and we have
this habit of giving people a bunch of choices, “You can do
this, you can do that, you can do regression, you can use a
smoother, you can do whatever.” There are five different
models that you can choose or strategies that you could
implement.

But we often don't tell people how you choose between
those types of things. It's almost like we explicitly don’'t
do it. You look at any statistics class, at least any statistics
class that I've taught, it's always “Here is a series of meth-
ods and you could use this or you could do that, and they
are all kind of good, but there’s no rationale for choosing
one over the other”” I guess my thinking around that is the
reason is because in many cases we don't have one, and I
feel like that’s a fundamental gap in data analysis. Do you
agree with that?

Hilary

I do. Because it's one of the biggest things I had to learn
going into a more applied job. I don't want to throw
the field of statistics under the bus or anything. Good
statisticians do this also, but it is just like this idea that

41
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something could be theoretically correct, but practically
not making a big difference. I feel like when I taught Intro
Stats at Hopkins I would definitely emphasize that you can
have a statistically significant result, but it’s practically not
that important. But then we never discuss that beyond
hypothesis testing, at least in my intro material, because
you could use that rationale for choosing different mod-
els. It’s like, “Okay, what's the practical difference of this
more theoretically correct model?” I feel like that has been
something that I would like to adapt to.

Roger

I think we have this aversion to cookbook-ery, which may
be a good aversion, but we may have gone too far in the
other direction. I think what really hammered this home
for me was I was teaching our biostatistical methods class,
and I'm teaching the last term of this year-long sequence.
It was the second to last lecture and a student came up to
me, who had done well in the class, and she’s says, “I feel
I learned all these different things, but I still don’t know
what to do”

She was being very honest with me. I appreciated that
because I realized that “You know what, you're totally
right. I haven't told you what to do” It was the second
to last lecture, and so at the last lecture, I tried to come
up with “Here is what you do,” a list of things, and it was
extremely hard. First of all, it went against my natural
training, and also it wasn't like I knew the answer to that
question.

It's not like no data has ever been analyzed. People are
analyzing data every minute of the day, but the larger pro-
cess of analyzing data, as opposed to the very narrowly-
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focused specifics of fitting a regression model is not very
well understood.

Hilary

Now that I think about it, there are times when we do
accept cookbook-ery, if you will, because I'm thinking
about anova testing at work and that’s the example where
it’'s, “You first do this. You compare all the groups and
then, dependant on the result of that, you then take the
second step like doing the pairwise comparison.” So it’s
one of the few times where I thought, “Yep, this is the
acceptable workflow,” when it’s true that it does not need
to be the workflow. I think there are good reasons for it,
but there are good reasons for other workflows, too.

Roger

And it’s not really true, because, for example, if you fit a
regression model, the fundamental operation in regres-
sion is inverting a matrix. But we don't talk about the 10
different ways to invert a matrix. We just say, “You use the
solve function or whatever. You just invert that matrix”
You just assume that there is some perfect way to do it
and then you just do it, and it works 99.9% of the time.

So we don't have to be a numerical analyst, but if you talk
to a numerical analyst, they will tell you there are 15 ways
to invert that matrix, and they will tell you all the details of
all the different ways, and the strengths and weaknesses
of all of them. We allow that to be automatic, but we are
averse to having our own field become automatic.

Hilary
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That’s exactly it. And I'm totally open to the idea that this
might not be the state of the field, but I feel sometimes
some applied computer scientists are at that next step
that you are talking about. They are just kind of like, “This
statistical method is fine and I'm much more interested in
the cross-validated error” But then, I naturally say, “You
need to think carefully about these different choices!”
That’s just the training and the mindset you get ham-
mered into you.

Roger

I think it’s a fear of being automated out of existence. It’s
the “robots taking over the world” kind of fear I think,
but there is always something. Every time you automate
something there is something new that you don’t under-
stand.

I think another issue is that the kind of automation that
I'm talking about is at a larger scale. For example, how
you do deal with missing data and then fit a model? That’s
a very common task-you're always going to have missing
data. The problem with automating that kind of thing is
that it's not something that you can very easily analyze
with traditional tools like math or whatever, and so you
want to understand the properties of doing one proce-
dure to fill in missing data and then fitting a linear model,
for example. The properties of that are kind of difficult
to understand without either resorting to simulations or
something like that. The kind of traditional ways that we
study methods don’t really work as well when you start
looking at the bigger problem, I think.

Hilary
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You can create models in order to understand a process
versus creating models for prediction. Those each have
different sets of validation criteria, but then that can be
automated. It’s true that the problems themselves can be
categorized fairly easily. It is funny because now I'm think-
ing about this, I guess the one time we violate this is when
statisticians teach hypothesis testing. That’s the one time
we say, “Okay, the data has to be in this format and then
we are okay with you doing this analysis framework and
automating it

Roger

I think my last point on this issue is getting the data to
the point where you can do the automated thing, it's a
huge part of data analysis. There are a lot of important
things that happen in that process, and that could have a
big impact on your results or your decisions. I think we
ignore that part because, from an academic standpoint,
it's very difficult to analyze that part of the analysis, which
could often be 90% of the work of the analysis. There is a
part that we set up the data to do the hypothesis test.

Hilary

It's an art, but it’s true. I'll say that to people. If someone
has no experience with statistics and they are a little
experienced with math, I'll be very quick to point out that
this is not math. It’s true that statistics theory is math, but
applied statistics is very much not math. It’s not objective,
the way that we look at problems and the choices we
make. Those are subjective calls. We can quantify. We can
try to do as objective a job, but there isn’t a theory around
creating a compelling narrative with data.
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Roger

If you work on a team, what kinds of tools do you use
to communicate and work together? For example, there’s
tools like Slack and there’s HipChat and other things like
that. And I'm actually curious, I'm curious to ask you this
question. Because I'm wondering what you're used to and
what you've used in the past.

Hilary

[ feel like this is a topic I could go on literally for hours.
Roger

All right, I'll start the clock.
Hilary

My initial reaction to this is just that this is not a solved
problem yet and I don't think many teams have this mas-
tered because there’s some level of—this goes back to the
language wars. Or not even wars, but just people having
different preferences. Getting everyone on the same page
with a collaboration tool is almost as hard as those other
things, in my opinion. Especially because the work is
usually really individual.
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What I started doing recently is using GitHub Flow, even
when I'm working alone. The idea with that is that you
create a new repository for every project. And then, and
[ really like this, for every to-do that you have, you might
make out a list of, “I want to run linear regression, I want
to do this visualization,” whatever. You make those GitHub
issues, and then you go down the line and accomplish
each of the problems and close the issue.

Let’s say my first issue is run a linear regression on a data
set. Then I would create a new branch of the project and
add in the code for the linear regression. And then make
a pull request to the initial project, to the master branch
of the project saying, “Okay, I accomplished the linear
regression and here’s the code,” and then merge that back
into master. And then continue doing that for each of the
issues.

It’s a little overwrought, one might say, and it's definitely
a lot of extra work. But the reason I really like that is that,
A) I really like the idea of checking off issues and having
all the code contained in the pull request, and then B)
I think that opens it up to collaboration really easily. So
you can imagine you make 50 issues and you're like, “I'm
going to work on the linear regression, youre going to
work on something else,” some other aspect of the project.
You could be working on those simultaneously, like do the
code review for each other.

I came to this after we had a few big group projects at Etsy
that communication was definitely an issue because some
people were merging straight to master, some people
were doing things locally, and, yeah, it just got really
confusing and there wasn't a consistent way of commu-
nicating with each other.

So I do think this is the ideal solution, but I also don’t know
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how people...I'm not sure if that’s really feasible with the
type of work that it is. It’s easy to get people on a software
project all on the same page with Git commits and a
certain GitHub Flow or whatever, but I think it's a little
harder when you're talking about data science projects.

Roger

[ have one quick question. Just so I understand, this is ba-
sically just using GitHub to manage the communication,
right? It's not a separate piece of software, just so we're
clear.

Hilary

No, no, no. Yeah. And GitHub Flow, it’s there. That’s some-
thing that GitHub—I don't know if they defined it, but
they have a lot of material online explaining it much more
eloquently than I just did about the exact Flow. If you
tweet out about this, people will be like, “Oh, GitHub Flow,
we don't use that for this esoteric reason.” There’s a lot of
debate, especially from software developers, on this. I'm
sure many of our listeners are software developers who
are having reactions to me saying GitHub Flow right now.

But that being said, I feel like it's a good starting point
and there’s a lot of education materials out there for it.
But I never had success—I have to be totally clear that I
never even worked with two people on this. Maybe once I
had a collaborator, and that was a software engineer who
wanted to try R and was able to fork a repository and do
some changes and then submit a pull request.

I don't think I've ever successfully collaborated with other
data scientists on using GitHub Flow. But it was designed
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for collaboration, so I can't believe it wouldn't work. You
know what I mean?

Roger

Well, it’s kind of designed for large-scale distributed projects.
Hilary

Exactly.
Roger

I'm curious then how do you communicate with people
then? You just e-mail?

Hilary

Well, no. So you can tag people. Ideally what would hap-
pen is that you would create a pull request, “Oh, I added
linear regression.” And then you can tag your collabora-
tors and say, “@Roger, can you look this over and say that
it's okay?” And then you would get an e-mail, or however
you set up your GitHub notifications, but you would be
notified. And then you could go in and you could write,
“Looks great, Hilary. As usual, A+ work.

Roger
Because that's how we communicate.

Hilary
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There’s not a ton of infrastructure there, but you could
have a conversation in line with the code. Youll have a
record of that conversation and—so I think that this isn’t
how I've seen it happen a lot, but I think borrowing on
software developing tools is really the only way to solve
this sustainably.

Because things like Slack, I'm sort of of the camp that
immediate chat stuff is not great. It's hard to archive the
conversation and it’s distracting and it’s hard to make sure
that everyone is on the same page. Not that I don't like
Slack as a tool, but just for this type of work I feel like
having it archived is better. And e-mail, I just hate e-mail
for stuff like this.

Roger

I have to say I've come around on e-mail.
Hilary

Really?
Roger

I've gone back and forth so many times now.

Actually I learned something new here, I did not realize
that—I had heard of this GitHub Flow thing, but I did not
realize how people used it for project coordination.

But I have used, I think, every kind of project manage-
ment/collaboration tool under the sun. And it is all a
nightmare.
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Hilary
Yeah.
Roger

So there’s Basecamp, there’s Slack, there’s...I think I've
used Asana. It always starts off with a great deal of en-
thusiasm, and then in 100% of experiences it just dies off.

Hilary

It's true. No, actually for me GitHub Flow has been one
of the only things that didn't die off. Because it keeps the
to-dos very linked to the project itself.

And it’s not extra work because it’s just part of the work-
flow. You know what I mean? It's not a separate tool where
you're like, “Okay, I did this and now I have to walk over
here and check off that I did it” In my head, as I'm saying
this, I know that there’s a lot of criticisms of GitHub, too.
And again, I'm not saying this specific implementation is
the perfect one, but just working with tools that make the
in-line collaboration more easy, if that makes sense.

I was going to ask you how you communicate with your
students.

Roger

It's a nightmare, | have no system. [ basically e-mail.

One of the issues that I have is that often my students
and postdocs work on different things. So it would not be
logical to have the project that student A is working on
and the project that student B is working on in the same
Git repository. Those things should be separate. Right?
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Hilary

Yeah.
Roger

So I can communicate with student A and I can commu-
nicate with student B, but student A and student B don't
have a means to communicate with each other. Right?
Because they're working on different projects. So unless
they're sitting next to each other, which sometimes is
the case, they don't really have a means. It's sometimes
useful for students to communicate with each other even
if they aren’t working on the exact same project because
there are maybe things in common, like they might have
R questions or whatever.

[ was actually talking to someone over the weekend ac-
tually about how—so this person had like nine students.
Which is, in my opinion, insane. But anyway.

He uses Slack and the idea is that the students can kind
of talk to each other. Because in that case the students
are not sitting all in the same place. And the students can
kind of talk to each other if they have questions, and that
way they don’t have to go to meet with him to ask an R
question or a project-related question.

Hilary

That's a great idea. And in terms of kind of the cama-
raderie that you need—this almost goes back to what we
were talking about, was it last week when we were talking
about distributed teams versus central teams?
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Having students who can't talk to each other would be
almost like having people embedded within project teams
rather than a centralized team. And again, I think that it’s
important...if you want people to be able to ask questions
about R and figure out—get code review help and things
like that, I definitely think that having a shared communi-
cations space is key for that.

Roger

And that way, in something like Slack, the little bits can
be saved, and so you can kind of refer back. And also, I
think it's weird because you're training the students to be
independent, meaning separate in some sense, right? But
you do want them to talk to each other, of course, in your
lab setting. So I think you want both.

Hilary

I don't think those are mutually exclusive. I don’t think
that communicating is necessarily not being—in fact, that’s
kind of the key to independence, is being able to figure out
things on your own by leaning on a support network.

Roger

[ feel like with academic projects, it's not like you're all
working to build my software. You need to be able to stake
out your own piece. And so there may not—and I think
I may be more extreme than others, but I feel like the
projects that my students and postdocs have worked on
have generally had very little overlap, except for maybe
the topic area.



Team Communication 54

So I don’t know. I haven't used Slack. I'm thinking about it
though for future purposes. But I use it for other things,
but not for working with students.

Hilary

It’s just part of this immediacy culture, which is, I don't
know. I don’t have well-formed thoughts. I know a lot of
people have well-formed thoughts on it, but I am not one
of those people yet. I have to say, I used to be much more
into it—we had our own kind of IRC implementation at
Etsy and I used to have it open all the time, and then I
started to close it. Because it’s just—you get distracted.

Roger

The funny thing about GitHub is that I feel like I kind
of...my initial exposure to it was quite some time ago, I
think before a lot of these kinds of features were imple-
mented. And so, just like with anything, your picture of a
tool is a snapshot of when you first started using it.

So when you say things like this and other people talk
about it, I'm always a little bit surprised. I'm like, “Oh, I
didn’t realize it worked that way”

Hilary

The curse of being the early adopter, the beta tester.

As 1 said, I kind of am hesitant. I totally recognize that
someone who’s a software engineer will have so many
more nuanced opinions about the various version control
and collaboration tools than I have. Because kind of that



Team Communication 55

whole system I just described works really well if the feed-
back you get is just, “Good work, looks good,” or, “Make
this small change. If it'’s like, “No, you need a complete
overhaul and half the code is going to change,” I think that
makes it much more harder to get the detailed comments
and being able to do in-line comments and everything.
There are issues like that that could end up being really
important for your particular use case.

Whereas, for mine, because I was always just commit-
ting...I was doing pull requests to myself. So I was never
going to be like, “This is terrible, go back and restart.” And
so for mine it was just sort of a way of organizing and
documenting for other people, and having other people
lightly tuned in.

It really depends on the nature of the collaboration. Noth-
ing is going to replace—at some point it’s just trying to
mind meld with the other person. Making sure that you're
both on the same page and thinking about the exact same
things. And nothing is going to replace sitting next to each
other and talking and having regular meetings. No tool is
going to make that happen.

Roger

You can’t replace communication.
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Roger

I think we've talked about the whole #rcatladies thing, but
I don’t think I know the origin story really.

Hilary

I don’t think many people know the origin story, but it is
all documented on Twitter. It all started on Twitter—not
this last useR! but the one before that, so it would have
been 2014, the one that was at UCLA.

The back story is that I have this friend Sandy. We actually
met when we were applying to grad schools. We did the
tour at University of Pennsylvania together. She ended up
going there. I ended up not, but then we became Facebook
friends, and this was back in earlier days of Facebook,
and we just kind of kept in touch over the years and our
mutual love of cats emerged in this online friendship. It
became clear that we are cat-lady friends. Her name is
Sandy Griffith. She works at Flatiron Health, and she has
a PhD in biostatistics.

This friendship emerged, and we started to see each other
at various statistical conferences. One time she came and
visited me after I came to Etsy. Through this, she decided
to move to New York and have a similar career to mine, at
a startup. Actually, that time she came to visit New York,
she convinced me to go to useR!, and then I also feel like I
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convinced her to move to New York, so it was a productive
visit.

So then we went to the useR! conference. Anyone who
has been at those conferences—it's mostly men. I think any

developer conference is going to be that way, even more
so than a statistics conference or an analytics conference.

Roger
Ironic that I've never been to useR!.
Hilary

It's super fun. Those are the most fun conferences and
the most productive in terms of just me learning a bunch
of new stuff and getting inspired by people implementing
things. It was super cool, so I highly recommend.

Sandy and I were both there and we were having fun. But
when youre a woman in a situation like that you kind of
have two options: you can either try to blend in or try to
stand out. You can imagine the path that we decided.

Roger
Which one did you do, yeah?
Hilary

I wonder....

That’s a whole different discussion about women and tech
issues, but the immediate consequence of this was that
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there was this guy Romain Francois. He is a developer
on dplyr amongst other packages, and he gave a pre-
sentation. I actually wasn't even there, but he gave his
presentation, and one of the slides in his presentation
was of him as a toddler holding a kitten. Sandy and I
immediately fave'd this tweet within a minute. Then I took
a screenshot. Someone took a picture of this slide and
tweeted out “Oh, Romain was into cats before it was cool.”

Then we both faved it and then I took a screen shot of
the fact that Sandy and I have fave'd this ridiculous slide
and I was like, “Sandy, I'm not surprised that the two
people who fave'd this tweet in this conference are you
and me,” Then I replied, “I'm hereby declaring that we are
the #rcatladies” And then it just took off from there.

People were into it. Romain was into it, the guy who sent
the tweet, Karthik Ram, he was into it. It just became a fun
conference thing where we are like, “Oh, let’s play this up.
We both genuinely love cats and so we were enthusiastic
to tweet photos of cats or whatever. But then it just took
on a life of its own after the conference.

Roger
It kind of did, right? Yeah. It went on Twitter and then...
Hilary

It’s just genuinely a fun thing. Sandy and I are both bon
vivants, if you will, we like just having these jokey things.
It’s just something that we thought was fun to revive, but
then it was also this feeling of “Okay, yeah, I don't feel
like I personally totally fit in at an R conference.” So it’s
just a way to say, “Okay, I'm going to make this my own a



Origin Story 59

little bit” Then it was really cool, because then we started
to get tweets from—there would be women who would
tweet from an R Meetup and be like, “Where are my other
#rcatladies? I'm the only woman here”

It was cool because it became this kind of subversive,
different culture, compared to the dominant R culture. To
this day, people will tweet out a picture of their cat sitting
on their laptops while they are coding in R. I mean, you did
choose a cat for the cover of one of your books.

Roger
That's right. Well, that was my cat.
Hilary

You should know that #rcatladies is all inclusive. You don't
have to be a lady. You don't have to own cats.

Roger
I don’'t know if I am included, but I feel included.
Hilary

You're definitely included. There have also been some
spinoff groups. There’s like the #RDogFellas...

Roger

[ did see that, yes.
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Hilary

And then there is like RPoodlePeople. One of my friends
tweeted that out, so there’s whole spinoff groups.

Roger
That I have not seen.
Hilary

It is just fun. It's nice to have things that are fun aren'’t
traditional programming stuff.

Not that there is anything wrong with the traditional pro-
gramming stuff. I think being at that conference...I mean,
this is not to say that anyone at that conference wasn’t
welcoming. Everyone was happy that we were there, but
no matter what, the dominant culture comes out. So it
was just fun to have little group of people who are just
doing something different.
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Hilary

Did you want to do free advertising?
Roger

[ have a good one.
Hilary

You should definitely go first, then.
Roger

This is not cat-related, unfortunately.

So, I'm not a vegan, and never have been, but one of my
favorite food writers is this guy J. Kenji Lopez-Alt. Have
you heard of him?

Hilary
No.

Roger
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So he used to work for this publication called Cook’s
Illustrated, which I used to subscribe to, and it’s one of the
first, if not the first, science-based cooking publications.

Now everyone does that, so he works for a website called
Serious Eats, and he writes a food column, and he has a
new book out called The Food Lab.

One of the cool things he does is every year is he takes
an entire month, and he just eats vegan. And then every
recipe that he publishes for that month is a vegan recipe.
I've come across an amazing number of really good ideas
through this.

Hilary
So you're starting to eat vegan more often?
Roger

Not really, but I guess if, by doing it at all, is more often,
then yes. But anyway, I just think it’s a cool set of recipes,
and I've made quite a few of them.

Hilary
That's awesome.
Roger

The other thing I'll just say is the recipes are all vegan, but
almost none of them are healthy. So that should be made
clear.
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Hilary

It's funny, two of my closest friends, neither of whom,
they're not in overlapping Venn diagram of my friends—
they're from completely different friend groups, let’s put
it that way—and theyre both vegan. So I've eaten a ton of
vegan food. It’s really good done right.

He’s done it for, I think, for three years so you can go to
the back, the archive, and check out the older recipes.
Hilary
That's awesome. I'll definitely do that.
Roger
Anyway, that's my thing.
Hilary

Cool. All right, I have a thing, too.

At one point, there was a hashtag on Twitter that was
called #fieldworkfail, and it was a bunch of biologists—the
type of biologist that goes out into the field and collects
samples of whatever.

Roger
Yeah, like real work.

Hilary
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Yeah, real scientists. There was some sort of Twitter story
at some point where people were all tweeting, you know,
“Here are bad things that happened”

Some artist has started illustrating some of the tweets.
And so there’s just these cute cartoons that are illustra-
tions of—for example, one was “Accidentally glued myself
to a crocodile while attaching a radio transmitter” Then
there’s this cartoon of a woman with her hands glued to a
crocodile.

And they're really good. It’s like a professional cartoonist.
Roger

[s it, the cartoonist decided to just do it?
Hilary

Yeah, like, I have no idea why, but it's pretty cool. I'm
trying to find... Jim Jourdane. Cartoonist illustrator living
in France. I thought it was very funny.

Roger

All right, I guess you just have to search on Twitter for
these, right?

Hilary

I did not see the original Twitter storm, although if I
had been paying attention, because I follow a lot of real
scientists on Twitter, but yeah, someone just retweeted it.
It was a photo of one of the cartoons, so I was like, “That’s
funny,” And then realized that it was brilliant, and that it
was a lot of work that someone was putting into it, so I
was pretty impressed.
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Roger

When you said “real scientists,” did you mean to distin-
guish them from data scientists?

Hilary

[ actually meant to distinguish them from statisticians.
But [ actually kind of feel bad bashing data scientists,
because data scientists are at least trying to do science
in a field where most people don't do science, whereas
statisticians are...

They're the ones not doing the field work, like crunching
the numbers for the real scientists. So it’s funny how I feel
differently on that. I'm always trying to bash statisticians
who I feel camaraderie with, of course.

Roger
Okay, well I feel much better about that.
Hilary
To be clear, I am bashing you.
Roger
Understood. That’s going to be the topic of another episode.
Hilary

I mean, you just sit there and crunch environmental data.
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Roger

[ know.
Hilary

There’s someone out there, measuring temperatures.
Roger

There are whole days that go by where I don't even go
outside. It’s a tough job, downloading all that data.

[ feel like those people who are out in the swamps, col-
lecting water samples or whatever, theyre not going to
get scooped, right?

Hilary
[ think they worry about that.

Roger
I'm sure they do.

Hilary

It’s a totally different. I feel like the type of person who is
drawn to that work is very, very different than me, and I
still consider myself a scientist, but yeah, I've no interest
in sleeping in a tent, collecting samples, getting stung by
mosquitoes, all of that.
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Roger

Actually, for people who do malaria work, I was talking to
some guy who does field work in malaria. And basically,
the way that they study these mosquitoes is you just have
to let them bite you, and then they collect the mosquitoes.

Hilary
Oh, because they die after they...right? Don'’t they?
Roger

Well, you have to get them before they die. I don't know
how they preserve them. So the basically stick their legs
out in the middle of the night, roll up their pants, and then
shine lights on their legs, and when they see the mosquito
land, they suck them up in a straw, and they spit them out
in a cup. Because otherwise, you can't really collect them.
You can'’t kill them, I think is what it comes down to.

Hilary

Are they immunized...can you be fully immunized against
malaria?

Roger

No, well, so there’s prophylaxis, you can take drugs before
you go into a malaria area.

Hilary
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[ see.
Roger

But they're only so much effective. He was telling me that,
basically, if you do research in the area, basically, everyone
gets malaria in this area.

Hilary
What?
Roger
Yeah. You just have to get it, basically.
Hilary

Never going to be a field scientist. We even ate lunch
outside the other day on the grass, and [ was like, “Ugh.
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