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Directions

- Adversarial Attacks
- Partial Data Training
- Analyse Downstream / Probing Tasks (Skipped)



1. Adversarial Attacks



AddSent & AddAny (Jia and Liang, 2017)

- Semantics-preserving 
Adversaries

- Concatenative Adversaries



AddSent & AddAny (Jia and Liang, 2017)

AddSent:

1.Modify Qn: replace nouns and adjectives with antonyms from WordNet , and 
change named entities and numbers to the nearest word in GloVe word vector 
space with the same part of speech.

2.Fake Ans: we create a fake answer that has the same “type” as the original 
answer

3.Combine Qn-Ans into declarative form

4.Turkers fix grammar errors



AddSent & AddAny (Jia and Liang, 2017)

AddAny:

1.Randomly initialise

2.Search over a set of words to find a sequence that reduces F1 the most

3.Mostly gibberish with keywords from questions



AddSent & AddAny (Jia and Liang, 2017)



AddSent & AddAny (Jia and Liang, 2017)



HotFlip (Ebrahimi et al., 2018)



HotFlip (Ebrahimi et al., 2018)

Attack Procedure:

1.Flip single characters

2.Use gradient to estimate the influence of a single change + beam search

3.Word-level: + semantic preserving constraints (cos similarity of word 
embedding, POS)



HotFlip (Ebrahimi et al., 2018)



HotFlip (Ebrahimi et al., 2018)

CharCNN-LSTM for 
text classification 
(AG’S News Dataset)

Emm, what about BERT?



TextFooler (Jin et al., 2019)

On text classification and textual entailment tasks

Procedure:

1.Rank most influential keywords (measured by prediction change before and 
after deleting the word)

2.Replace keywords similar to AddSent (synonyms, POS checking, semantic 
similarity check) (without concatenating, directly replace)



TextFooler (Jin et al., 2019)



TextFooler (Jin et al., 2019)

Lesson:

Even BERT is vulnerable to simple word-replacement based attacks.



Universal Triggers (Wallace et al., 2019)
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Universal Triggers (Wallace et al., 2019)



Universal Triggers (Wallace et al., 2019)



Universal Triggers (Wallace et al., 2019)



Universal Triggers (Wallace et al., 2019)

Attack conditional language generation:



Universal Triggers (Wallace et al., 2019)



Universal Triggers (Wallace et al., 2019)



Other interesting papers

(Belinkov & Bisk, ICLR 2018) 

(Alzantot et al., EMNLP 2018)

(Iyyer et al., NAACL 2018)

(Ribeiro et al., ACL 2018)

(Sankar et al., ACL 2019)



2.  Partial Training



P/Q-only MRC (Kaushik and Lipton, 2018)

Reading comprehension: (Passage, Question, Answer)

What if the model can only see the Passage or the Question?

Approach: On Span-extraction MRC datasets:

- Remove P: create passages that contain the candidates in random locations but 
otherwise consist of random gibberish

- Remove Q: Assign questions randomly



P/Q-only MRC (Kaushik and Lipton, 2018)



P/Q-only MRC (Kaushik and Lipton, 2018)



P/Q-only MRC (Kaushik and Lipton, 2018)

Observation:

question- and passage-only models often perform surprisingly well. 

On 14 out of 20 bAbI tasks, passage-only models achieve greater than 50% 
accuracy, sometimes matching the full model.

-> Datasets don’t require full context.

-> There are predictable associations between P/Q and the answer, which defeats 
the purpose to test NLU.



Hyp-only NLI (Poliak et al., 2018)





Statistical Cues (Niven and Kao, 2019)

Task: Argument Reasoning Comprehension Task

Reason + Warrant -> Claim



Statistical Cues (Niven and Kao, 2019)



Statistical Cues (Niven and Kao, 2019)



Statistical Cues (Niven and Kao, 2019)



3.  Probing Tasks



Check out the paper list

https://github.com/thunlp/PLMpapers

(Especially under Analysis section)



Bonus :)



What does BERT Learn from Multiple-Choice Reading 
Comprehension Datasets?

Chenglei Si, Shuohang Wang, Min-Yen Kan, Jing Jiang
arxiv: https://arxiv.org/abs/1910.12391



Attack MCRC





Shuffle / Partial Training



Language Models and Their Developments

Wenjie Wang
2019.11.07



Language models and their developments

Outline

1. Potential trends
2. GPT-2
3. T-5
4. Summary



Language models and their developments

Potential trends

1. Algorithms for feature learning
2. More data
3. More computing power



Language models and their developments

Potential trends
Multi-task learning



Language models and their developments

GPT-2
• Zero-shot task transfer
• No finetune

• Multi tasks
• More data
• WebText
• 40GB of text
• 10B tokens
• 8 million webpages

• Bigger model
• Up to 1.5 billion parameters
• 1024 token context
• 24 -> 48 layers, 1600 dim state

Pretrainin
g

Finetun
e

Language Models are Unsupervised Multitask Learners.  Alec Radford  et al., 
2019



Language models and their developments

GPT-2

Language Models are Unsupervised Multitask Learners.  Alec Radford  et al., 
2019



Language models and their developments

T-5

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. Colin Raffel et al., 
2019

• Text-to-Text Transfer Transformer
• Multi-task learning
• More data

• Colossal Clean Crawled Corpus(C4)
• 750 GB of text

• Bigger model
• Up to 11 billion parameters
• Small (60m), base(220m), large 

(770m)
• 3B, 11B

• Tasks
• Machine translation
• Question answering,
• Abstractive summarization
• Text classification
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Language models and their developments

T-5

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. Colin Raffel et al., 
2019

• Text-to-Text Transfer Transformer
• 53-page paper
• Extensive experiments

• Unsupervised objective
• Model structures
• Pre-training datasets(size and variants)
• Training strategy(pretraining and finetune)
• Model parameters
• Scaling(more data/large models/ensemble)



Language models and their developments

T-5

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. Colin Raffel et al., 
2019



Language models and their developments

Summary

1. Scaling
2. Pretraining in NLP
3. Multi-task learning
4. Multilingual learning
5. Structured data/knowledge
6. Efficiency 


