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Preparation

Splitval: 60/20/20 
Stratified Train/Val/Test 
with random shuffle and 
seed = 42

Model-centric 
improvements

Combined 
Improvements

Baseline Data Preparation: 
Resize: 256x256,  
To Tensor,
Grayscale

End Data-centric 
improvements

Results

Evaluation:
Epochs: 200,
Patience: 10,
Test model at best val loss
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