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Prerequisites

Running Stateful Workloads with PV, PVC and Dynamic Provisioner

Introduction to OpenEBS - Container Native Storage

Docker and Kubernetes - Namespaces, RBAC, Storage Classes, CRD, Dashboard

Prometheus, Node Exporter, Grafana

Opentracing - Jaeger



Storage optimized for Containerized Applications

Stable, Secure and Scalable - Horizontally scalable to millions of 
Containers, Fault tolerant and Secure by default

Seamless integration into any private and public cloud environments. 
Vendor independent.

Non-disruptive software upgrades

Easy to setup. Low entry barrier. Developer and Operators Friendly. 

Design Goals and Constraints
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Stateful Apps using OpenEBS Volumes



Stateful (DB, etc)
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OpenEBS Control Plane

The source code for the volume containers -- target and replica also known as frontend and backend is located under openebs/jiva
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OpenEBS Volume (ov) 
containers will be managed 
by:
 

● Container 
Orchestrators like K8s 
and 

● OpenEBS control 
plane services that 
specialize in storage 
operations.



OpenEBS Control Plane Architecture 
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OpenEBS Services



Maya

Kubernetes Cluster

kube-dashboard*

Developer 
Access (http) 
(via 
kube-proxy) kube-apiserver*

Intranet 
Access 
(https) 
NodeIP, etc., 

kube-heapster

kube-etcd

prometheus-mayagrafana-maya

maya-apiserver

maya-mulebot

kubelet (n)

maya-provisioner

maya-agent (n)

maya-connect

node_exporter (n)

OpenEBS Deployments, Services SC, PV, PVC, CRD*
(DaemonSets)

jaegar-maya (n)

OpenEBS Control Plane converged K8s Cluster

The source code for the control plane components is located in mainly openebs/maya repository



OpenEBS Initialization
2. Launch - Cluster Services
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1. Load Configuration 3. Launch - Node Services
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Storage Schema - Raw Storage

NVMe SSD SAS DisksHostDir SAN/NAS S3 NVDIMM SSDs

RS RS(2) RS(2) RS(4) RS(5) RS(4) RS(3)

Raw Storage (RS), 
logical representation 
of the underlying 
storage attached to a 
node. 

node



Storage Schema - Storage Backend

NVMe SSD SAS DisksHostDir SAN/NAS S3 NVDIMM SSDs

RS RS(2) RS(2) RS(4) RS(5) RS(4) RS(3)
Raw Storage (RS), 
representing a single 
instance of the 
underlying storage 
type. 

SB (dir)

SB (partition)

SB (block) SB (fuse)SB (ext4)

Storage Backend 
(SB) represents a 
carved/partitioned unit 
of storage that will is 
allocated to OpenEBS 
Volume Replica. 

OV Replica OV Replica OV Replica OV Replica



Storage Backend (SB)
- Name 
- Node - where it is currently attached (local disks) or 

mounted (remote -disks). 
- Type - local disks, iscsi-disk, gpd, aws, nvme, nvdimm
- ParentSB (none - or is this accessed as partition)
- AccessLayerType : ext4, zvol, raw-block.
- Params specific to type
- UsedBy

Storage Schema - Usage

YAML
Storage Backend Adaptors (SBA)

- Name 
- Node Filter - which nodes does this apply to
- Type - local disks, ext4, zpool, lvm
- Params specific to type: 

1. DevOps admin creates 
the SBA and RSA  yaml files 
and feeds into the K8s DB. 

2. maya-agent will look for 
the RSA that are assigned to 
it and initializes the adaptor 
discovery logic. 

3. For the discovered disks, 
maya-agent will create the 
RS and may also create 
some SBs (like nvmedimm 
namespaces) using the 
SBAs (zpool, lvm)

4. In K8s/maya-apiserver will 
convert SBs into PVs before 
attaching to the OV replica 
containers. 

YAML
Raw Storage Adaptor (RSA )

- Name 
- Node - where it is required
- Type - nvme, nvdimm, aws etc., 
- Paramaeters:

- Filesystem (with directory like 
/var/openebs )

- local disks
- Block device filters

- K8s - local disk manager
- OpenEBS iSCSI - peer node disks 

(?)
- Auto Provisioner-gpd, aws, 

external SAN
- Credentials 
- Zonal 

Raw (RS ) -- actual disk entity or a partition -- raw 
storage  that needs managed per node

OV 
Replica SB(s)



maya-agent

APIs (https / gRPC)

OV Exporter
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Block Disk SBA, 
RSA



maya-apiserver
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maya-provisioner
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maya-connect (TBD)

APIs (https / gRPC) CLI (COBRA)

kube-etcd
K8s Provider

maya-apiserver

kube-apiserver

prometheus-maya Prometheus Writer

Maya



maya-mulebot (TBD)



Workflow State Diagrams

Sequence Diagrams



OpenEBS Volume - State Diagram

does-not-exist initializing running
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User Interface Kubernetes Dashboard Extensions











TODO - Could list OpenEBS Volumes created using this Storage class 







Should include outstanding alerts  at the top of the page. 





Storage: 
avail/used

On each 
pod. 

Should include Events at the bottom of the page. 






