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Abstract - In this poster, we propose leveraging inter-

controller communication between two or more controllers in 

Software Defined Networks (SDNs) to inform other controllers 

about potential attacks so that they can proactively apply a 

mitigation strategy. We demonstrate and measure the 

effectiveness of our method by running a series of tests in an 

emulated network. We analyze our test results in terms of 

reducing the overall detection interval for a SDN with multiple 

controllers. Our testing indicates that inter-controller 

communication allows pre-emptive mitigation of Distributed 

Denial of Service (DDoS) vectors. 

Index Terms - Software Defined Network; SDN; inter-controller 

communication; DDoS; OpenFlow; RYU 

 

I. INTRODUCTION 

The specific threat model examined in this poster involves 

a large SDN (Fig 1) that consists of multiple SDN domains 

where each domain is managed by a controller. The attack 

scenario involves malicious traffic entering through a switch 

in domain A to flood a certain host within the same domain. 

The switch is controlled by SDN controller C1, which has 

been enabled to detect DDoS attacks. After a successful 

detection (taking one detection interval), the attack traffic 

going to the target host in domain A will be dealt with as long 

as it continues to ingress through a switch controlled by C1. 

Subsequently, the attack traffic destined for the target host 

within domain A takes a different network path and enters the 

network through a switch within domain Z controlled by SDN 

controller C2. The offending traffic will trigger the DDoS        

 

detection process of C2 and, after another detection interval, 

will be detected and mitigated. At this point, the target host 

within domain A will have experienced attack traffic over two 

detection intervals, the first when the traffic entered through 

the domain A switch and the second when the traffic entered 

through the domain Z switch. 

 

A review of the relevant literature [1, 2, 3, 4, 5] did not 

produce an example of inter-controller communication to 

address attacks spanning multiple SDN controllers. This 

poster proposes a solution that leverages simple 

communications between controllers to help reduce the impact 

of the attack by eliminating one of the detection intervals in 

this scenario. When the controller in domain A detects the 

malicious traffic, it notifies all other controllers in the network 

so that they can proactively implement mitigation measures 

and eliminate their detection intervals. 

 

II. PROPOSED SOLUTION 

In our proposed method, when an attack is detected by a 
SDN controller, it sends the information about the attack to 
other controllers in the network. We call this “inter-controller 
communication”. When attack information is shared between 
controllers, the detection interval for all of them other than the 
first is eliminated and the traffic is mitigated immediately. 

 

Our implementation has three main components: a DDoS 

detection method; an attack mitigation mechanism; and, an 

inter-controller communication (ICC) technique. For DDoS 

Figure 1 - Multi-domain SDN with DDoS detection and inter-controller communications enabled in SDN controllers 
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detection, we used work by Mousavi and St.-Hilaire that 

demonstrated an entropy-based detection algorithm [6, 7].  

The entropy method detects abnormalities in the distribution 

of destination IP addresses. The original work focused on 

attack detection but did not mitigate the attack. We made 

some adjustments to the method so that we could identify 

individual IP addresses under attack and implement our 

mitigation mechanism.  

 

Our mitigation mechanism balances the need to reduce the 

impact of malicious traffic while still allowing legitimate 

traffic to reach its destination. To this end, we configured 

quality of service (QoS) queues that rate-limit all traffic of the 

same type (TCP or UDP) as the attack traffic and is destined 

to the IP address under attack.  

 

The ICC method used TCP sockets to share information 

between controllers. The controllers used this information to 

proactively insert flow table entries that mitigate the malicious 

traffic.  This eliminates the detection interval of the other 

controllers for a known attack.  Note that we assume that 

controllers are trusted.  The way controllers implement trust 

mechanisms is outside the scope of this work. 

 

III. TEST RESULTS AND ANALYSIS 

We used Mininet [8] to emulate our SDN environment and 

a Kali Linux VM with Scapy [9] to produce attack traffic. Our 

environment is visualized in Fig 1.  We used RYU [10] for the 

SDN controllers as it supported rate-limited queues [11] and 

all switches are OpenFlow SDN switches.  There are 64 

emulated hosts, 32 in each domain.  We modified the RYU 

“simple switch” sample code to implement the mitigation 

strategy proposed in section II. 
 

Test Attack Rate Mitigation ICC 

Test 1a Low Enabled Disabled 

Test 1b Medium Enabled Disabled 

Test 1c High Enabled Disabled 

Test 2a Low Enabled Enabled 

Test 2b Medium Enabled Enabled 

Test 2c High Enabled Enabled 

Table 1 - Test Characteristics Summary 

 

We present two of the tests that were executed to assess 

our proposed solution. Tests 1 and 2 (Table 1) were run at 

three different attack rates: (a) low; (b) medium; and, (c) high. 

Test 1 demonstrated the attack detection interval in packets 

required to detect an attack and Test 2 showed the impact of 

introducing ICC. Both tests used the same attack scenario 

where the attack traffic point of origin changes but the target 

host remains the same.  

 

A summary of the preliminary results for these tests are 

shown in Fig 2. The figure compares attack detection intervals 

in terms of number of packets needed to detect for both 

controllers. 

 
Figure 2 - SDN Controller Detection Interval Results 

 

Test 1a shows a result where C1 detects an attack but C2 

does not. This could be due to the low rate of attack traffic. 

This means that when the attack traffic origin shifts to C2’s 

domain, no traffic mitigation is performed and the attack 

continues unimpeded. Subsequent tests at higher attack rates 

(1b and 1c) show that C2 detects an attack and mitigates it 

based on its own detection interval. An important point to note 

is that controller C2 is exposed to attack traffic that has 

already been identified by another controller.   

 

Tests 2a-c introduce ICC that is used to share information 

about detected attacks between the two controllers. The results 

show that the detection interval on C2 is eliminated due to 

ICC.  The attack traffic is immediately mitigated because C2 

recognizes it based on the information shared by C1. Note that 

test 2a shows mitigation of attack traffic that was not detected 

by C2 in test 1a. This method enables the controllers to protect 

themselves by pooling their capabilities to detect attacks. 
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