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Abstract

● Software Defined Networking (SDN) is presented as a paradigm shift in regard to 
the evolution of internet since its advent.

● It strives to standardize the networking on all levels. This is an initiative to redesign 
the current networking stack and compartmentalize into three main planes, the 
data plane, the control plane and the management plane, respectively moving from 
bottom up. 

● An effort has been to augment the idea of SDN to a more distributed framework. 
Using cleverly designed topologies like Spine leaf, interconnection of controllers 
using relay system designed from bottom up is demonstrated.

● The latter part of the project acknowledges the need to secure such translations 
and try to mitigate Denial of Service (DoS) attacks on the control plane.



Introduction

● An effort to distribute controller plane in Software Defined Networking

● Scalability and robustness primary focus

● Provide a topology 

● Provide proof of scalability via benchmark testing

● Provide proof of robustness via launching and mitigating a DDoS stack

● Major Highlights:
● Relay
● Blacklisting
● DoS
● DDoS
● WhiteListing



Limitations of Present System
● Less scalability factor.
● More energy consumption.
● Greater expense for physical cables.
● More vulnerable area to secure.
● (n-1)n connections within controllers due to Mesh topology.







Inference from the survey

● It was found that the current topologies for Software Defined networks are not 
scalable to a large extent and inter-controller communication is still a big 
challenge when the number of controllers involved is huge as per Abubakar 
Siddique Muqaddas (2017)[1].

●  When dealing with the cyberattacks such as Denial of service or Distributed 
Denial of service, the system requires a proper mechanism to stop the attack 
from affecting the whole network using some anomaly detection systems or 
detection algorithms and pre-defined parameters



Proposed System

●  Relay acts as a real time communication link between distributed controllers.
● Sub relaying to surpass geographical barriers.
● Discrete host congregations under one controller, numerous congregations 

possible.
● Relay switch to interconnect separate congregations in data plane.
● Unique root switches to handle separate congregations.
● Duplex connectivity.











Addition of sub-relay in the concept

• Each relay can be optionally modded into a sub-relay 

• A duplex connection between super and sub relays

• The sub relay creates a TCP server and listens on port 12346 

• The super relay, connects back to the sub-relay

• Now the super relay forwards information to this sub-relay too

• Both the super relay and subrelay are backwards compatible

• Heterogenity within controllers is supported



The DDoS Attack Mechanism

• A host is randomly selected for being a bad server

• 10% hosts of the remaining pool of hosts are selected as 
zombies

• These hosts then also form a connection to the bad acting 
server.

• When the topology boots up, the attack can be triggered via 
echoing 'trigger' in a named pipe on the simulation system 

• All the hosts then start firing up spoofed raw ethernet frames 
with  generated source and destination MAC addresses.



• The controller checks the dst and src address of il-legitimate packet

• It adds a flow to drop all packets from that in port

• Adds a timeout to such a flow

Black listing of a node

• Every 20 packets blackhosts is updated from the controller database

• Then legitimacy of each packet is checked

• On check pass, the reverse lookup of MAC is done in ARP cache

• MAC address sent on uplink to relay to inform others that this is a good 
MAC.

• Another controller receives information that this is bad MAC, controller 
database is updated through downlink server loop.

White listing of a node



Test values to benchmark topology



Test Values to Benchmark Attack Detection and 
Mitigation

Subnets/Hosts per subnet Il-legitimate packets 
processed

Total il-legitimate packets 
expected

% processed packets

2 subnets, 75 hosts each 25,657 1,400,000(14) 1.832

2 subnets, 100 hosts 
each

56,284 1,900,000(19) 2.962

2 subnets, 125 hosts 
each

69,142 2,400,000(24) 2.880

3 subnets, 75 hosts each 49,112 2,200,000(22) 2.232

3 subnets, 100 hosts 
each

61,091 2,900,000(29) 2.104

3 subnets, 125 hosts 
each

46,563 3,700,000(37) 1.258

4 subnets, 75 hosts each 54,311 2,900,000(29) 1.872

4 subnets, 100 hosts 
each

82,407 3,900,000(39) 2.113

4 subnets, 125 hosts 
each

114,170 4,900,000(49) 2.330
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Screenshots

DoS attack



DoS Attack Mitigation



DDoS Attack



DDoS Attack Mitigation



Future works

• Discover new relay applications.

• Implement a flow table overflow attack.

• Test with new topologies and compare.

Publication details

● Submitted patent application for Indian Patent journal, 
under the Indian Patent Act, 1970.
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Test Values to Benchmark Attack Detection and 
Mitigation

(Subnet/Host)/(pkt_sent/
sec in each Condition)

No Attack Attack with
no Mitigation

Attack with proposed
Mitigation stratergy

2 Subnets/ 75 Hosts 160.113 2203.116 65.666

2 Subnets/ 100 Hosts 178.533 1868.416 84.416

2 Subnets/ 125 Hosts 168.716 2137.166 78.51

3 Subnets/ 75 Hosts 292.916 2077.650 89.766

3 Subnets/ 100 Hosts 271.460 1746.650 80.083

3 Subnets/ 125 Hosts 250.016 2596.266 74.233

4 Subnets/ 75 Hosts 247.883 2257.012 86.866

4 Subnets/ 100 Hosts 219.916 2122.336 89.663

4 Subnets/ 125 Hosts 250.278 2399.616 83.116



Subnets/Hosts per 
subnet

Total number of hosts Number of zombies1 Total il-legitimate packets 
expected2

2 subnets, 75 hosts each 150 14 1,400,000

2 subnets, 100 hosts 
each

200 19 1,900,000

2 subnets, 125 hosts 
each

250 24 2,400,000

3 subnets, 75 hosts each 225 22 2,200,000

3 subnets, 100 hosts 
each

300 29 2,900,000

3 subnets, 125 hosts 
each

375 37 3,700,000

4 subnets, 75 hosts each 300 29 2,900,000

4 subnets, 100 hosts 
each

400 39 3,900,000

4 subnets, 125 hosts 
each

500 49 4,900,000

1 The zombies are calculated as following:
● Assume the topology has ‘n’ number of total hosts.
● Out of ‘n’ hosts, one is selected for the purpose of acting like a bad HTTP server, remaing unselected 

hosts (n-1).
● Now out of (n-1) remaining hosts, 10% are randomly selected for acting like zombies, i.e., if 150 hosts 

are total, 149 are left after bad server selection, 10% of 149 is 14.9. After integer roundoff, it is 14, 
hence the attack on such a topology will be carried out by 14 zombies simultaniously.

2 Each zombie is programmed to flood 100,000 il-legitimate packets. So number of expected il-legitimate 
packets are:

100000*(int_round(10%*(n-1)))
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