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Lab Course - Distributed Data Analytics  

Exercise 2 
 

 

1.1 Data Cleaning and Text Tokenisation: 

 

     Function name :      read_data 

     Parameter         :      Directory location 

 

This function reads the extracts the documents from the directory, reads the text from the document and 

returns the list of the text per document. 

 

 
 

 

     Function name :      clean_token 

     Parameter         :      List of text per document 

 

This function checks for the stopwords (provided by NLTK library) within the text and removes them. 

It uses word_tokenize of NLTK to tokenize the words per document and removes the words that are not 

alphabetic, changes the case of the words to lower and returns a list of tokens per document 
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     Function name :      tf 

     Parameter         :      list of tokens per document 

 

This function uses the list of tokens per document and calculates the Term Frequency (TF) by counting 

the number of tokes a token occurs in the document and returns the same. 

 
 

 
 
 

     Function name :      token_doc 

     Parameter         :      list of tokens per document 

 

This function uses the list of tokens per document and returns the number of documents in which a 

particular token appears. This is used to calculate Inverse Document Frequency (IDF) 

 

 
 

 

     Function name :      idf 

     Parameter         :      List of tokens in corpus and Token frequency in corpus 

 

This function uses the list of tokens and its frequency in the corpus to calculate the Inverse Document 

Frequency of the token. IDF is counting the number of documents in the corpus and counting the 

number of documents that contain a token 
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     Function name :      tfidf 

     Parameter         :      TF and IDF of the token 

 

 

This function calculates the Term Frequency – Inverse Document Frequency (TF-IDF) of a token using 

the previously calculated TF and IDF of the token. 

 

 
 

 
 

MPI Parallelisation Flow: 
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Reading the text: 

In this lab exercise, I’ve considered the process with rank 0 as Master and other processes as workers. 

First of all the master reads the text from documents and outputs a list of text per document in corpus. The 

master then splits the data based on the number of processes and sends them to the worker to perform data 

cleaning, tokenization and term frequency calculation. 

 

Process Reading the Text 

2 0.1476 

4 0.1401 

6 0.1540 

 

 
 

Exercise 1: Data Cleaning and Text Tokenization: 

 

 In order to preprocess the data, the split list of text per document is sent to all the workers by the master. 

The workers perform the data cleaning by removing the punctuations, numbers and the list of common English 

stopwords that are not useful for building the model. Also, it tokenizes the documents and sends it back to the 

master. The master receives the list of tokens per document in corpus and uses it as input for calculating TF 

 

Process Cleaning and Tokenization 

2 7.4077 

4 8.4247 

6 8.0889 
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Exercise 2: Calculate Term Frequency (TF): 

 

 The cleaned and tokenized text received by the master is sent again to the workers for calcualting TF. 

Once the workers receive the required data, they calculate the TF and sends it back to master. The master then 

groups the results provided by the workers to a single list of frequency of tokens in corpus. 

 

Process TF 

2 0.1415 

4 0.1715 

6 0.1235 

 

 
 

Exercise 3: Calculate Inverse Document Frequency (IDF): 

 

 Once the master groups the TF, it splits the list of tokens in corpus into groups and sends them to the 

worker. Also it sends the entire copy of number of documents in which a token occurs. This is received by the 

workers and IDF is calculated which is sent back to the master. The master receives the data from workers and 

groups them further to be used for calculating TF-IDF 

 

Process IDF 

2 0.0618 

4 0.0604 

6 0.0674 
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Exercise 4: Calculate Term Frequency - Inverse Document Frequency (TF-IDF): 

  

 Once the master groups the IDF, it splits the term frequency of token per document in corpus and sends 

them to workers. Also, a copy of the IDF to all the workers. The workers perform TF-IDF calcualtion and send 

the result back to master which is further grouped up.  

 

Process IDF 

2 0.0778 

4 0.1125 

6 0.1127 

 

 
   

Example: 

 

Token Strom 

TF 4 

IDF 1.386 

TF-IDF 5.545 (1.386 x 4) 

 


